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Foreword

Digital transformation is reshaping healthcare tools, organizations, and operating mod-

els. The concept of digital health encompasses previously described electronic healthcare

services, such as telemedicine or eHealth, augmented with advanced data processing

and computing methods like artificial intelligence (AI). Broadly, digital health methods

are believed to bring modern healthcare services to areas where they were previously

unavailable. Similarly, advanced methods are seen to enable more precise diagnostics and

treatments using collected digital health data. Additionally, advancements in monitor-

ing healthcare quality and effectiveness are anticipated, along with progress in research

and education through better secondary use of health information. The development of

wireless technologies has brought healthcare services to users’ mobile devices, allowing

citizens to participate in their healthcare in unprecedented ways.

Finland has been one of the leading countries in digitalization within the European

Union’s DESI measurements for several years. Patient information systems in public

healthcare have been solely electronic since 2007. Finland has also implemented a com-

prehensive national health data repository and exchange platform, KANTA, allowing

citizens to access their own health information, too. Currently, every resident in Finland

has an account in this national service, which proved its value especially during the

COVID-19 pandemic.

Digital health is a timely research topic, particularly as Finland undergoes signifi-

cant regional changes in the organization of health and social services. As part of this

transformation, services are increasingly delivered through digital channels, with more

responsibility given to citizens. Similar changes are underway to varying degrees in

other Nordic countries. At the European level, the adoption of the EU’s AI Act and the

preparation of the European Health Data Space (EHDS) are significant. Addressing these

challenges and opportunities requires not only advanced basic research and the devel-

opment of methods and innovations but also applied research on treatment methods and

digital care pathways, as well as research evaluating operations and expertise.

This Nordic Conference on Digital Health and Wireless Solutions (NCDHWS 2024)

was organized by the Digital Health (DigiHealth) and 6G Enabled Sustainable Solutions

(6GESS) research programs at the University of Oulu. These programs bring together

multidisciplinary research activities in medical and health sciences, health economics,

information, and sensor technology, as well as wireless communications. Our ambitious

aim was to organize for the first time an international multidisciplinary conference pro-

viding an excellent opportunity for professionals, researchers, and industry leaders from

different fields to discuss and share insights on the latest developments in digital health

and related technology.

The host city Oulu is known for being at the forefront of technology innovation.

It is a hub for research and development in the fields of digital health and wireless

communications. Electronic health records, telemedicine and mobile health services

have been in clinical use in the city for more than 25 years. There is active research
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aiming not only towards new territories like AI, novel sensor technology and edge

computing, but also striving for scientific assessment of the impact of these innovations

in real life.

The organization of this new type of multidisciplinary conference combining habits

and customs of different fields would not have been possible without the hard work of

many colleagues and experts who dedicated their time and expertise to make this confer-

ence successful. I would like to thank our multidisciplinary Organizing Committee, my

co-chair Simo Saarakkala, and our coordinators Tuire Salonurmi and Sanna Tuomela

for fruitful discussions and practical ideas shared in our regular meetings. Additionally,

I would like to thank our Program Committee with International Reviewers and our

Publication Chairs, both led by Mariella Särestöniemi for compiling excellent scientific

content for the conference.

Furthermore, I would like to thank our excellent invited speakers for bringing their

expertise in digital health and related technologies to the audience, and all our Interna-

tional Advisory Committee members for their kind assistance. I am grateful to Karoliina

Paalimäki-Paakki for leading the Student Volunteer Committee and I would like to thank

those student volunteers whose work with practical arrangements during the conference

was invaluable. I would also like to thank our media team Katja Longhurst and Salla-

maari Syrjä for maintaining our digital presence in various channels. My sincere thanks

belong to Minna Komu for marketing the conference to companies and to Oulu Univer-

sity Hospital and to the Wellbeing Services County of North Ostrobothnia for supporting

us in conference arrangements and providing a unique research environment. Finally, I

would like to collectively thank all those who in various roles contributed to the success

of NCDHWS 2024, either as an organizer or as a participant.

Oulu

May 2024

Jarmo Reponen



Preface

The Nordic Conference on Digital Health and Wireless Solutions (NCDHWS) is a new

international multidisciplinary conference which brings together experts and profession-

als from different fields. Organization of such a conference necessitates the collabora-

tion of multidisciplinary committees, jointly devising strategies to harmonize the diverse

conference cultures from various fields. Thus, all the NCDHWS 2024 conference com-

mittees, including program committee chairs, organization committee, program commit-

tee, and international advisory committee, have representatives from several different

fields of engineering, medicine, and health sciences. Additionally, altogether 27 different

countries are represented in our committees, and even more different nationalities.

As an example of combining habits and customs of different fields in our conference

organization, we accepted three different submission types: full papers (10–19 pages),

short papers (6–9 pages) and abstracts (1–3). Full and short papers appear in the main

text of the book and are indexed, whereas abstracts appear in the backmatter of the

volumes. This first NCDHWS conference turned out to be successful: we received 100

submissions including 57 full papers, 11 short papers, and 32 abstracts. The review

process for this conference was double-blind and our large program committee (i.e.,

international reviewer committee) consisted of 122 reviewers. For each full and short

paper, we selected 3–5 reviewers and for abstracts 2–3 reviewers with suitable scientific

background. OpenReview was used as the submission platform since it automatically

checks for potential conflicts of interests for each reviewer. OpenReview also automat-

ically ensures confidentiality by shielding program committee chairs from accessing

evaluations of the papers where they are authors, and by shielding the identities of the

reviewers of their own papers.

Reviewers were advised to score papers based on submission type using OpenRe-

view’s scoring table and to provide detailed comments to authors to improve the paper

quality. OpenReview has an evaluation scale from 1–10 in which score 6 stands for

“marginally above acceptance threshold”. Additionally, OpenReviewer lets reviewers

score their level of confidence. After the review process, the program committee chairs

calculated for each paper the average score, weighted with the reviewers’ confidence

level, and made final decisions on the acceptance of the papers and their presentation

type (oral/poster). Program committee chairs decided to accept all the papers reach-

ing weighted average score 6, i.e., reaching the acceptance threshold level suggested

by OpenReview scoring. Program committee chairs naturally did not handle reviewer

assignments nor did they make final decisions on their own papers. From the submitted

papers, 50 full papers and 7 short papers achieved OpenReview’s score 6 and hence

were accepted for the proceedings. All authors were requested to make corrections and

improvements on their papers based on reviewers’ comments before final camera-ready

submission. For final versions, we carried out plagiarism checks with Turnitin and asked

authors to take actions if the plagiarism scores were high.
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This Springer proceedings consists of two volumes. Full and short papers appear

in the main parts of the volumes ordered similarly to session themes of the conference.

Abstracts appear in the back matters of both volumes following the same thematic session

order. We would like to express our gratitude to the Springer Nature team who helped

us with all practicalities in this book edition process.

Additionally, we would like to thank all the members of our committees: organiza-

tion committee, program committee as well as international advisory committee, who

altogether made the organization of this exciting multidisciplinary conference possible.

We would like to greatly acknowledge the keynote and invited speakers who took time

out from their busy schedules and traveled up to Oulu to give us inspiring talks on

their research. Finally, we would like to express our sincere thanks to all the authors

for choosing NCDHWS 2024 to present their research results. With all their interesting

presentations combined with excellent invited speeches, this multidisciplinary gathering

was successful and fruitful for new collaborations.

May 2024 Mariella Särestöniemi

Pantea Keikhosrokiani

Daljeet Singh

Erkki Harjula

Miia Jansson

Aleksei Tiulpin

Minna Isomursu

Mark van Gils

Simo Saarakkala

Jarmo Reponen
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Abstract. Serum lactate levels are considered a biomarker of tissue hypoxia. In

sepsis or septic shock patients, as suggested by The Surviving Sepsis Campaign,

early lactate clearance-directed therapy is associated with decreased mortality;

thus, serum lactate levels should be assessed. Monitoring a patient’s vital param-

eters and repetitive blood analysis may have deleterious effects on the patient and

also bring an economic burden. Machine learning and trend analysis are gaining

importance to overcome these issues. In this context, we aimed to investigate if a

machine learning approach can predict lactate trends from non-invasive parame-

ters of patients with sepsis. This retrospective study analyzed adult sepsis patients

in the Medical Information Mart for Intensive Care IV (MIMIC-IV) dataset. Inclu-

sion criteria were two or more lactate tests within 6 h of diagnosis, an ICU stay

of at least 24 h, and a change of ≥1 mmol/liter in lactate level. Naïve Bayes,

J48 Decision Tree, Logistic Regression, Random Forest, and Logistic Model Tree

(LMT) classifiers were evaluated for lactate trend prediction. LMT algorithm out-

performed other classifiers (AUC = 0.803; AUPRC = 0.921). J48 decision tree

performed worse than the other methods when predicting constant trend. LMT

algorithm with four features (heart rate, oxygen saturation, initial lactate, and

time interval variables) achieved 0.80 in terms of AUC (AUPRC = 0.921). We

can say that machine learning models that employ logistic regression architec-

tures, i.e., LMT algorithm achieved good results in lactate trend prediction tasks,

and it can be effectively used to assess the state of the patient, whether it is stable

or improving.
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1 Introduction

Serum lactate level is traditionally considered a biomarker of tissue hypoxia and is

often accompanied by sepsis [1]. Measuring and monitoring blood lactate concentration

in sepsis and septic shock can reflect the severity of the illness and the response to

therapeutic interventions [2–4]. It has been shown that the decrease in blood lactate

values measured in the first hours of admission to the intensive care unit (ICU) over time

is associated with better survival [5]. Persistently elevated or increasing lactate levels,

indicating inadequate blood flow to organs and tissues (hypoperfusion), are associated

with a higher risk of complications and death [6].

For adults with sepsis or septic shock, international guidelines suggest using serum

lactate levels to guide resuscitation. This approach helps ensure patients with high initial

lactate levels receive targeted treatment aimed at lowering lactate levels [7]. Recently,

some randomized control trials demonstrated that early lactate clearance-directed ther-

apy is associated with decreased mortality as compared to the usual care [8]. Because the

lactate level measurement is based on time consuming laboratory analysis, technologies

that can predict lactate trends quickly, accurately, and noninvasively can be of signifi-

cant help to clinicians. Despite extensive efforts over the years, there are currently no

commercially available intravenous (IV) chemical sensors (i.e., in the bloodstream) for

continuous real-time monitoring of lactate levels in ICU patients [9]. Frequent blood

draws for serum lactate testing expose patients to risks like infection from venipuncture

or central line use, and potential anemia from repeated sampling [10, 11]. A non-invasive

method could predict lactate trend of patients allowing clinicians to focus confirmatory

testing on patients likely to experience deterioration. In addition, it may avoid unneces-

sary blood sampling and repetitive lactate measurements. Machine learning algorithms

may be helpful to clinicians in this regard [12].

We performed this retrospective study with the hypothesis that a machine learning

approach can predict lactate trends from non-invasive clinical variables of patients with

sepsis.

2 Methods

2.1 Data Sources

MIMIC-IV is a database containing de-identified health data from over 60,000 ICU

patients at Beth Israel Deaconess Medical Center (BIDMC). This database, maintained

by MIT’s Laboratory for Computational Physiology, is a valuable resource for medi-

cal research [13]. We obtained permission to use the anonymized MIMIC-IV dataset

and followed the Strengthening the Reporting of Observational Studies in Epidemi-

ology (STROBE) guidelines [14] for reporting our findings. While STROBE focuses

on observational studies, we additionally considered the recommendations offered by

Stevens et al. [15] when preparing our manuscript, specifically for reporting machine

learning analyses in clinical research. This research recommends statistical methods for

machine learning analysis in clinical research, and machine learning analysis workflow

is overviewed. Also, several key reporting elements according to the study designs are

reported.
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The study received ethical approval from both the institutions involved (MIT and

BIDMC) and waived the need for individual patient consent because it utilized com-

pletely anonymized data already publicly available. Our research adhered to all relevant

data privacy guidelines and regulations.

2.2 Study Design

Our retrospective study examined a subgroup of adult sepsis patients from the MIMIC-

IV dataset. Sepsis was defined using the Sepsis-3 criteria: suspected infection and an

acute increase in the SOFA score of at least 2 [16]. The SOFA score, reflecting organ

dysfunction, was calculated using hourly clinical and laboratory data from the first day

of each patient’s ICU stay. The sepsis criteria were satisfied at the earliest time at which

a patient had SOFA ≥ 2 and suspicion of infection (time of suspected infection: the

culture time [if before antibiotic]; or the antibiotic time [if before culture]). According

to the diagnostic criteria, we enrolled adult patients (age ≥ 18 years) with at least two

serum lactate measurements recorded (within 12 h, starting 6 h before the initial sepsis

diagnosis) and with an ICU stay ≥24 h.

2.3 Definition of Outcomes

We first needed to define trends to accomplish this above-mentioned lactate trend anal-

ysis. Therefore, three trend states were constructed according to value change in blood

lactate. For the 12-h observation period, 1mmol per liter and above change was consid-

ered a trend indicator. We calculated the difference between two lactate values with a

maximum interval of 6 h. According to this setup, all samples in the data cohort had

been labeled as increase, decrease, or constant. Trend definition can be seen in Fig. 1.

Fig. 1. Trend definition of lactate values.

2.4 Variable Selection

According to the clinical literature, we identified nine variables that are most relevant

in lactate trend analysis. These variables are age, initial lactate value, last lactate value,
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and the time interval between two lactate measurements, the averages of hemodynamic

and respiratory monitoring parameters measured in this time interval (heart rate, systolic

blood pressure, diastolic blood pressure, mean blood pressure, oxygen saturation, and

PaO2/FiO2 ratio) (Table 1).

These variable selections were used to reduce laboratory dependence on lactate

trend analysis and therefore in a minimal-invasive manner. Preprocessing is a vital step

to achieving robust machine learning models. These processes help reduce noise, remove

redundant data, generate consistent data, and thus increase the performance of prediction

models. We applied various preprocessing steps to the data cohort to improve data

quality. Outliers in the dataset were removed to obtain consistency between data points.

To make the range intervals more coherent unity-based normalization was applied. All

ranges were transformed into 0 and 1. We received 18653 data samples after these

preprocessing steps.

Feature selection strategies on clinical data provide the correct parameters to ana-

lyze a certain disease, treatment cost reduction and reduce computational burden [17].

To achieve these goals, we do a further investigation on variable space. We used the

Correlation-based feature selection (CFS) algorithm as a feature selector. CFS algorithm

acquires important and pertinent features using inner characteristics of data instead of

machine learning approaches [18]. In many cases, some features have a high correla-

tion with others. These features with high correlation characteristics produce redundant

data and thus reduce the performance of prediction models. CFS algorithm evaluates

the correlations between other features and discards features with high correlation [18].

According to the CFS algorithm, we identified four variables with less correlation than

the others and can be used to predict lactate trends in sepsis patients. These are heart

rate, oxygen saturation, initial lactate value, and time interval. The overall ranking of

features can be seen in Table 2. In this table, feature ranks were identified according to

their average merit value; a higher average merit value represents a lower correlation

and a higher rank among feature sets [19].

2.5 Proposed Machine Learning Framework

Our proposed machine learning-based framework uses a clinical and demographical

types of data and feeds these data to a classifier to oversee lactate trend in ICU settings.

We utilized a traditional model for a supervised classification problem consisting of

training and a test/evaluation phase.

First, training data consisting of annotated data samples are acquired from the

MIMIC-IV dataset. Afterward, they go through a data preprocessing stage to increase

data quality for the classification model. Every sample in training data has a lactate

trend label (Increase/Constant/Decrease). These samples are trained with a classifier to

construct a machine-learning model. A preprocessed test sample is fed to the classi-

fier for the test stage, and the classifier predicts its lactate trend label. In conclusion,

classification performance is reported in the evaluation phase (Fig. 2).
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Table 1. Patient characteristics (N = 18653).

Variable Lactate Trend P-valuea

Decrease

N = 3313 (18%)a
Increase

N = 1328 (7.1%)a
Constant

N = 14012 (75%)a

Age (y) 65 (15) 65 (15) 65 (15) 0.015

Heart Rate (bpm) 89 (18) 95 (20) 89 (19) <0.001

Systolic Blood

Pressure (mmHg)

111 (14) 106 (15) 110 (15) <0.001

Mean Blood

Pressure (mmHg)

89 (18) 95 (20) 89 (19) <0.001

Diastolic Blood

Pressure (mmHg)

76 (10) 73 (11) 75 (10) <0.001

Blood Oxygen

Saturation Level

(%, SpO2)

98.35 (1.94) 97.75 (2.26) 97.89 (2.17) <0.001

PaO2/FiO2 Ratio

(P/F Ratio)

240 (118) 214 (119) 228 (114) <0.001

Initial Lactate

Value (mmol/L)

4.68 (1.66) 3.74 (1.97) 2.67 (1.57) <0.001

Time Interval

(min)

197 (81) 188 (82) 186 (84) <0.001

aMean (SD)
bKruskal-Wallis rank sum test

Table 2. Ranking of features according to correlation analysis.

Rank Average Merit Value Feature Name

1 0.395 Initial Lactate Value

2 0.061 Oxygen Saturation

3 0.041 Time Interval

4 0.040 Heart Rate

5 0.030 Systolic Blood Pressure

6 0.025 PaO2/FiO2

7 0.024 Age

8 0.016 Mean Blood Pressure

9 0.011 Diastolic Blood Pressure
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Fig. 2. Proposed machine learning framework for lactate trend prediction.

2.6 Selected Classifiers for Proposed Framework

We evaluated various classifiers on the MIMIC-IV dataset to predict lactate trends in

sepsis patients. These classifiers are Naïve Bayes (NB), J48 Decision Tree, Logistic

Regression (LR), Random Forest (RF), and Logistic Model Tree (LMT). Naïve Bayes is

a traditional and simple machine learning approach that contemplates dataset attributes

as an independent [17]. The outputs are considered class probabilities. Naïve Bayes

acts on the Bayes theorem, which is the probability of any event occurring, given the

probability of another event just occurring. The class with the highest probability is

selected as the outcome. It became immensely popular in the machine learning area due

to its advantages. These advantages are managing the overfitting problem very well and

parallelizing the classification process [20].

J48 decision tree algorithm is an updated version of the popular decision tree algo-

rithm ID3 [21]. It can be used in both numerical and categorical data. J48 aims to find

a specific attribute that fully partitions the training data. This attribute has the highest

in-formation gain value in the dataset [22]. By evaluating the probable values of this

attribute, a branch pruning process starts, and J48 defines target values. In the mean-

time, J48 searches other high information gain attributes. This process continues until

an explicit decision is made on the combination of attributes that gives a certain rule for

determining the target value. At the end of the algorithm, all features are evaluated; there-

fore, all samples have a target value accordingly [22]. J48 became a popular machine

learning tool in many areas due to its easy implementable and robust nature [21, 23, 24].

Random Forest (RF) belongs to the family of decision trees that employ a supervised

ensemble learning strategy [25]. It gained popularity among classification and regression

problem domains due to its robustness against overfitting and low computational load

[25–27]. RF builds many decision trees that are based on the selection of a random subset
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of variables that are called bootstrap samples. Other decision tree learners aim to find

the best variable available, whereas RF uses random variables. The primary motivation

for this approach is to reduce the correlation between these candidate random trees. This

randomness approach is essential when making decisions because if highly correlated

variables are available, it affects the prediction phase and leads to poor prediction perfor-

mance. All predictions from random trees are combined to achieve the maximum result

[26].

The logistic regression algorithm is mainly used for tackling classification problems

and modeling class probabilities [28]. It aims to fit the data to a logistic curve to predict

the occurrence probability of events [29]. It can handle nonlinear dataset effects.

LMT algorithm is a hybrid decision tree approach that utilizes logistic regression and

decision tree learning [30]. Leaves of the tree have piecewise linear regression models

constructed by logistic regression functions. To build these logistic regression functions

LogitBoost algorithm is used [31]. Decision tree classifier algorithms do prune of the

decision tree. Splitting of the decision tree is implemented via logistic variant information

gain. The algorithm has many positive aspects; it can map linear relationships, overfitting

can be easily avoided, and it is easy to implement. Because of its numerous advantages,

in recent years, it has been used in many different research areas [30–32].

2.7 Evaluation Criteria

Experiments on predicting the lactate trend are evaluated with ten-fold cross-validation

(CV). In this CV approach, the dataset is split into ten parts that have an equal number

of samples. One part is selected for testing, and the rest are used for the training phase.

The cross-validation process stops if all parts are used for the testing phase. Evaluation

setting for three class classification is one versus all approach.

Area Under Curve (AUC) score and Area Under Precision-Recall Curve (AUPRC)

metrics are used to assess the classification performance of machine learning algorithms.

The AUC score is calculated by drawing a True Positive Rate (Sensitivity) and False

Positive Rate (1-Specificity) curve. Then after drawing this curve area under the curve

is calculated to assess the classification model. AUC score range is between 0 and 1. An

AUC score of 1 means that the classification model can distinguish all samples. So, values

that are close to 1 indicate better prediction performance. Compared to AUC, AUPRC

prioritizes its ability to identify positive samples. In addition, AUPRC is preferred over

the AUC as it is more sensitive and less prone to exaggerate model performance for

unbalanced datasets.

3 Results

We evaluated RF, NB, J48, LR, and LMT classifiers on the lactate trend prediction task.

We conducted our experiments based on three scenarios; the sepsis patient‘s lactate

value has an increasing trend, sepsis patient has a steady lactate value trend, and sepsis

patient‘s lactate value has a decreasing trend.

Table 3 shows classification results for the lactate trend increase scenario. As can be

seen from Table 3 LMT and LR algorithms outperformed other classifiers and achieved
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0.647 values in terms of AUC; but in terms of AUPRC, RF performed better. NB comes

second. J48 decision tree performed worse when predicting lactate trend increase. LMT

algorithm with four features (heart rate, oxygen saturation, lactate value before sepsis

diagnosis, and time interval) achieved 0.630 in terms of AUC (AUPRC, 0.113).

Table 3. Classification results for the increasing trend of lactate.

Classification Model AUC [95% CI] AUPRC [95% CI]

RF 0.628 [0.614–0.642] 0.143 [0.135–0.151]

NB 0.637 [0.623–0.651] 0.127 [0.120–0.134]

J48 Decision Tree 0.555 [0.54–0.57] 0.102 [0.096–0.108]

LR 0.647 [0.633–0.661] 0.128 [0.121–0.135]

LMT 0.647 [0.633–0.661] 0.130 [0.123–0.137]

LMT (with 4 features) 0.630 [0.616–0.644] 0.113 [0.107–0.119]

Table 4 shows classification results for the constant lactate trend scenario. As can be

seen from Table 4 LMT algorithm outperformed other classifiers (AUC, 0.803; AUPRC,

0.921). RF comes second, and LR comes third. J48 decision tree performed worse when

predicting constant lactate trend. LMT algorithm with four features achieved 0.921 in

terms of AUPRC.

Table 4. Classification results for the constant trend of lactate.

Classification Model AUC [95% CI] AUPRC [95% CI]

RF 0.794 [0.789–0.799] 0.914 [0.910–0.918]

NB 0.779 [0.774–0.784] 0.911 [0.907–0.915]

J48 Decision Tree 0.726 [0.721–0.731] 0.847 [0.841–0.853]

LR 0.792 [0.787–0.797] 0.915 [0.911–0.919]

LMT 0.803 [0.798–0.808] 0.921 [0.917–0.925]

LMT (with 4 features) 0.80 [0.795–0.805] 0.921 [0.917–0.925]

Table 5 shows classification results for the lactate trend decrease scenario. As can be

seen from Table 5 LMT algorithm outperformed other classifiers (AUC, 0.847; AUPRC,

0.502). RF comes second, and LR comes third in terms of AUC. J48 decision tree per-

formed worse when predicting constant lactate trend. LMT algorithm with four features

achieved 0.844 in terms of AUC and 0.493 in terms of AUPRC. According to experi-

mental results, we can say that machine learning models that employ logistic regression

architectures overall achieved good results in lactate trend prediction tasks. Also, the

LMT algorithm with just four variables achieved a noteworthy prediction performance

compared with the LMT algorithm that uses all of the variables. Especially in constant



Using Machine Learning Methods to Predict the Lactate Trend of Sepsis Patients 11

lactate and decreased lactate trends, LMT with four features achieved similar results to

the LMT algorithm. We can say that the LMT algorithm with heart rate, oxygen satura-

tion, lactate value before sepsis diagnosis, and time interval variables can be effectively

used to assess the patient’s state, whether it is stable or improving.

Table 5. Classification results for decreasing trend of lactate.

Classification Model AUC [95% CI] AUPRC [95% CI]

RF 0.842 [0.836–0.848] 0.491 [0.48–0.502]

NB 0.822 [0.816–0.828] 0.452 [0.441–0.463]

J48 Decision Tree 0.751 [0.743–0.759] 0.401 [0.391–0.411]

LR 0.826 [0.82–0.832] 0.473 [0.462–0.484]

LMT 0.847 [0.841–0.853] 0.502 [0.491–0.513]

LMT (with 4 features) 0.844 [0.838–0.85] 0.493 [0.482–0.504]

4 Discussion

The LMT models, one of the machine learning approaches, were the most accurate

in predicting serum lactate trends from non-invasive clinical variables of patients with

sepsis. In this method the AUC of increasing, constant, and decreasing lactate values

were 0.647 [95% CI] [0.633–0.661], 0.803 [95% CI] [0.798–0.808], and 0.847 [95%

CI] [0.841–0.853], respectively.

We observed different rankings of the importance of the variables for predicting

lactate trends. For example, initial serum lactate measurement was a significant predictor

of change in serum lactate values, followed by oxygen saturation, the time interval

between lactate measurements, heart rate, SBP, P/F ratio, age, MBP, and DBP.

Multiple studies have been conducted on reducing the fatality rate associated with

sepsis. Quickly identifying patients likely to experience severe sepsis or septic shock

is essential for effective treatment. While lab tests (such as procalcitonin, C-reactive

protein, and lactate) help predict sepsis, they can be time-consuming. This delay in

diagnosis and treatment initiation highlights the need for faster prediction methods [33–

37].

Signs of poor blood flow to tissues caused by sepsis can be both general and spe-

cific. General signs include low blood pressure, fast heart rate, decreased urine output,

slow capillary refill, confusion, high blood lactate levels, and low blood oxygen satu-

ration. Specific signs vary depending on the affected tissue. Notably, changes in vital

signs, like heart rate, blood pressure, breathing rate, oxygen saturation, and body tem-

perature, can appear several hours before serious complications or worsening of the

patient’s condition, providing valuable time for early intervention [38]. The Systemic

Inflammatory Response Syndrome (SIRS) and qSOFA score (also known as the rapid

Sepsis-Related Organ Failure Assessment) are primarily based on identifying changes
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in vital signs. These criteria remain an essential clinical tool for the host’s systemic

response to inflammation, despite the discovery of several biomarkers [39].

Studies suggest that analyzing trends in intermittent vital signs could lead to earlier

detection of clinical deterioration in patients, potentially improving outcomes in both

general wards and emergency departments [40]. According to a study by Barfod et al.

[41], abnormal vital signs (SpO2, RR, BP, HR, GCS), especially abnormal RR, SpO2,

and GCS, are strong predictors for intensive care unit admission from the emergency

department and in-hospital mortality. Today, some researchers are developing sepsis

diagnosis and mortality prediction models by analyzing changes in vital signs using

machine learning techniques. A machine learning-based sepsis prediction algorithm

(InSight) developed by Mao Q et al. [42] provides high sensitivity and specificity for

detecting and predicting sepsis, severe sepsis, and septic shock using only six common

vital data acquired in the emergency department, general ward, and ICU.

In clinical conditions, the circulatory disorder may be characterized by abnormal

hemodynamic parameters such as hypotension and tachycardia, abnormal tissue organ

perfusion findings such as decreased urine output and changes in consciousness, and

abnormal metabolic parameters such as increased lactate and metabolic acidosis [43].

Hyperlactatemia is common in patients with sepsis, which is a marker of disease

se-verity and a strong predictor of mortality. Sepsis-associated hyperlactatemia may

reflect the degree of activation of the stress response (and epinephrine release) [1].

In daily clinical practice, it is accepted that the increase in lactate levels over time

primarily reflects a change due to increased production, decreased utilization, or both.

As hyperlactatemia is often associated with poor circulation, we usually see a decrease

in lactate levels in the improved circulation state, and we hypothesize (but cannot prove)

decreased production [44]. However, since clearance is significantly reduced in stable

septic patient shock states, continued hyperlactatemia may reflect decreased clearance

rather than increased lactate production [5]. Lactate levels can help doctors predict a

patient’s risk of death, allowing them to determine the appropriate level of care. High

lactate level indicates an increased risk of mortality, and it can help identify patients who

need additional investigation and monitoring [45].

In our study, all models underperformed in predicting lactate increase, a more helpful

indicator for disease severity. All the selected cases consisted of patients diagnosed with

sepsis who already had high lactate levels. Therefore, we evaluated whether the upward

lactate trend could predict further increase from the currently in-creasing state rather than

the baseline level. This may have affected the predictive power of the model. In addition,

the low performance can be attributed to the uneven distribution of the number of samples

in each group in the cohort. The number of samples with an in-creasing trend is deficient

compared to the others (Increase: 1328, Constant: 14012, Decrease: 3313 samples are

available). Because of this imbalance, the model’s predictive power may be affected.

We can conduct future work to improve this situation. Increasing the number of patients

with increased lactate in the dataset may be recommended, or methods such as synthetic

data generation may be used at the training stage [46]. Though our current model offers

valuable insights, we believe its performance can be significantly enhanced with access

to a larger dataset. This would allow us to develop a model with improved discriminatory

power, ultimately providing clinicians with more precise guidance on when to utilize
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serum lactate testing. The reduction in the lactate trend and the prediction of stability

can also reduce unnecessary testing. Also, additional parameters (such as the focus on

infection and the medical treatments administered) will further improve the model’s

performance and facilitate the prediction of serum lactate trends.

Empirical results reveal that machine learning approaches that utilize logistic regres-

sion functions achieved higher AUC values than others. Due to its robust structure to

overfitting, the LMT algorithm achieved high AUC values even with just four features.

Experimental results also prove that the LMT algorithm can be combined with eas-

ily acquirable and routinely collected parameters to predict the lactate trend of sepsis

patients. The LMT model has high computational complexity due to its hybrid logistic

tree structure. If the model is trained with high dimensional data, it can lead to high CPU

and memory consumption [47]. To overcome this issue, our approach only uses high

importance parameters in the lactate trend prediction task. With this proposed approach,

a quick and accurate solution based on easily acquirable wearable parameters can be

implemented in the ICU setting to assess the trend of lactate value.

5 Conclusion

Lactate metabolism is affected by many factors; thus, predicting its level using ma-chine

learning is not easy. Treatment can be tailored according to predicting the lactate trend

rather than predicting one single value. Our study suggests that lactate change can be

predicted with a suboptimal performance by using machine learning models that use

patients’ hemodynamic and respiratory parameters. Further clinical studies will help

determine the full potential of this tool within a clinical context.

By adding more lactate-related parameters to the dataset, the performance of deep

learning methods, a branch of machine learning, can be examined. Deep learning struc-

tures that have a reliable performance, such as LSTM (Long Short-Term Memory) and

CNN (Convolutional neural network) can be combined with LMT to form a hybrid sys-

tem and be used in predicting lactate trends. Lastly, synthetic samples can also be used in

the models’ training phase to increase machine learning models’ prediction capability.

The need to find a better way to predict patients’ survival is still ongoing. Machine

learning is gaining more importance and attention as the clinical outcomes are well

correlated with the systems’ predictions. Clinicians prefer noninvasive and less costly

approaches with accurate estimations of the patients. Predicting the lactate trend, in

other words, the state of sepsis patient, whether it is stable or improving, in the ICU

by LMT algorithm, which uses heart rate, oxygen saturation, lactate value before sepsis

diagnosis, and time interval variables can be done effectively.
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20. Bužić, D., Dobša, J.: Lyrics classification using Naive Bayes. In: 41st International Convention

on Information and Communication Technology, Electronics and Microelectronics (MIPRO),

pp. 1011–1015. IEEE, Opatija (2018). https://doi.org/10.23919/MIPRO.2018.8400185

21. Bhat, P., Malaganve, P.: Effect of J48 and LMT algorithms to classify movies in the web—a

comparative approach. In: Saini, H.S., Sayal, R., Govardhan, A., Buyya, R. (eds.) Innovations

in Computer Science and Engineering. Lecture Notes in Networks and Systems, vol. 171,

pp. 1–13. Springer, Singapore (2021). https://doi.org/10.1007/978-981-33-4543-0_58
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27. Aşuroğlu, T., Oğul, H.: A deep learning approach for sepsis monitoring via severity score

estimation. Comput. Methods Prog. Biomed. 198, 105816 (2021). https://doi.org/10.1016/j.

cmpb.2020.105816

28. Choudhury, A., Gupta, D.: A survey on medical diagnosis of diabetes using machine learning

techniques. In: Kalita, J., Balas, V., Borah, S., Pradhan, R. (eds.) Recent Developments in

Machine Learning and Data Analytics. Advances in Intelligent Systems and Computing, vol.

740, pp. 1–13. Springer, Singapore (2019). https://doi.org/10.1007/978-981-13-1280-9_6

29. Kim, A., Song, Y., Kim, M., Lee, K., Cheon, J.H.: Logistic regression model training based

on the approximate homomorphic encryption. BMC Med. Genom. 11(4), 83 (2018). https://

doi.org/10.1186/s12920-018-0401-7

30. Nazari, E., Aghemiri, M., Avan, A., Mehrabian, A., Tabesh, H.: Machine learning approaches

for classification of colorectal cancer with and without feature selection method on microarray

data. Gene Rep. 25, 101419 (2021). https://doi.org/10.1016/j.genrep.2021.101419

31. Jha, S.K., Pan, Z., Elahi, E., Patel, N.: A comprehensive search for expert classification

methods in disease diagnosis and prediction. Expert. Syst. 36(1), e12343 (2019). https://doi.

org/10.1111/exsy.12343

32. Tien Bui, D., et al.: Shallow landslide prediction using a novel hybrid functional machine

learning algorithm. Remote Sens. 11(8), 931 (2019). https://doi.org/10.3390/rs11080931

33. Opal, S.M., Wittebole, X.: Biomarkers of infection and sepsis. Crit. Care Clin. 36(1), 11–22

(2020). https://doi.org/10.1016/j.ccc.2019.08.002

34. Herzum, I., Renz, H.: Inflammatory markers in SIRS, sepsis and septic shock. Curr. Med.

Chem. 15(6), 581–587 (2008). https://doi.org/10.2174/092986708783769704

https://doi.org/10.1007/s41870-021-00671-5
https://doi.org/10.1016/j.asoc.2016.11.021
https://doi.org/10.23919/MIPRO.2018.8400185
https://doi.org/10.1007/978-981-33-4543-0_58
https://doi.org/10.1016/j.bbe.2018.06.002
https://doi.org/10.1186/s12882-021-02474-z
https://doi.org/10.1016/j.procs.2021.12.130
https://doi.org/10.1186/s12911-021-01519-5
https://doi.org/10.1007/978-3-319-65172-9_51
https://doi.org/10.1016/j.cmpb.2020.105816
https://doi.org/10.1007/978-981-13-1280-9_6
https://doi.org/10.1186/s12920-018-0401-7
https://doi.org/10.1016/j.genrep.2021.101419
https://doi.org/10.1111/exsy.12343
https://doi.org/10.3390/rs11080931
https://doi.org/10.1016/j.ccc.2019.08.002
https://doi.org/10.2174/092986708783769704


16 M. K. Arslantas et al.

35. Ljungström, L., Pernestig, A.K., Jacobsson, G., Andersson, R., Usener, B., Tilevik, D.: Diag-

nostic accuracy of procalcitonin, neutrophil-lymphocyte count ratio, C-reactive protein, and

lactate in patients with suspected bacterial sepsis. PLoS ONE 12(7), e0181704 (2017). https://

doi.org/10.1371/journal.pone.0181704

36. Arslantas, M.K., Arslantas, R., Dincer, P.C., Altun, G.T., Kararmaz, A.: Prognostic value of

the lactate-albumin difference in predicting 30-day mortality in critically ill patients. Shock

56(1), 150–151 (2021). https://doi.org/10.1097/SHK.0000000000001613

37. Seymour, C.W., et al.: Time to treatment and mortality during mandated emergency care for

sepsis. N. Engl. J. Med. 376(23), 2235–2244 (2017). https://doi.org/10.1056/NEJMoa170

3058

38. Zanotti Cavazzoni, S. L., Dellinger, R. P.: Hemodynamic optimization of sepsis-induced1

tissue hypoperfusion. Crit. Care 10(Suppl 3), S2 (2006). https://doi.org/10.1186/cc4829

39. Gul, F., Arslantas, M.K., Cinel, I., Kumar, A.: Changing definitions of sepsis. Turk. J.

Anaesthesiol. Reanim. 45(3), 129–138 (2017). https://doi.org/10.5152/TJAR.2017.93753

40. Brekke, I.J., Puntervoll, L.H., Pedersen, P.B., Kellett, J., Brabrand, M.: The value of vital sign

trends in predicting and monitoring clinical deterioration: a systematic review. PLoS ONE

14(1), e0210875 (2019). https://doi.org/10.1371/journal.pone.0210875

41. Barfod, C., et al.: Abnormal vital signs are strong predictors for intensive care unit admission

and in-hospital mortality in adults triaged in the emergency department - a prospective cohort

study. Scand. J. Trauma Resusc. Emerg. Med. 20(1), 28 (2012). https://doi.org/10.1186/1757-

7241-20-28

42. Mao, Q., et al.: Multicentre validation of a sepsis prediction algorithm using only vital sign

data in the emergency department, general ward and ICU. BMJ Open 8(1), e017833 (2018).

https://doi.org/10.1136/bmjopen-2017-017833

43. Bakker, J., Postelnicu, R., Mukherjee, V.: Lactate: where are we now? Crit. Care Clin. 36(1),

115–124 (2020). https://doi.org/10.1016/j.ccc.2019.08.009

44. Vincent, J.L., Bakker, J.: Blood lactate levels in sepsis: in 8 questions. Curr. Opin. Crit. Care

27(3), 298–302 (2021). https://doi.org/10.1097/MCC.0000000000000824

45. Villar, J., Short, J.H., Lighthall, G.: Lactate predicts both short- and long-term mortality in

patients with and without sepsis. Infect. Dis. (Auckl.) 12, 1178633719862776 (2019). https://

doi.org/10.1177/1178633719862776
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Abstract. Image artefacts in computed tomography (CT) limit the diagnostic

quality of the images. The objective of this proof-of-concept study was to apply

deep learning (DL) for automated CT artefact classification. Openly available

Head CT data from Johns Hopkins University was used. Three common artefacts

(patient movement, beam hardening, and ring artefacts (RAs)) and artefact free

images were simulated using 2D axial slices. Simulated data were split into a

training set (Ntrain = 1040 × 4(4160)), two validation sets (Nval1 = 130 × 4(520)

and Nval2 = 130 × 4(520)), and a separate test set (Ntest = 201 × 4(804); two

individual subjects). VGG-16 model architecture was used as a DL classifier, and

the Grad-CAM approach was used to produce attention maps. Model performance

was evaluated using accuracy, average precision, area under the receiver operating

characteristics (ROC) curve, precision, recall, and F1-score. Sensitivity analysis

was performed for two test set slice images in which different RA radiuses (4

pixels to 245) and movement artefacts, i.e., head tilt with rotation angles (0.2° to

3°), were generated. Artefact classification performance was excellent on the test

set, as accuracy, average precision, and ROC area under curve over all classes were

0.91, 0.86, and 0.99, respectively. The precision, recall, and F1-scores were over

0.84, 0.71, and 0.85 for all class-wise cases. Sensitivity analysis revealed that the

model detected movement at all rotation angles, yet it failed to detect the smallest

RAs (4-pixel radius). DL can be used for effective detection of CT artefacts. In

future, DL could be applied for automated quality assurance of clinical CT.

Keywords: Computed tomography · Deep learning · Image artefacts · Quality

assurance

1 Introduction

Image artefacts encountered in computed tomography (CT) limit the diagnostic quality

of the images and may result in a re-scan of the patient. CT artefacts can be caused by the

patient, they may be based on CT physics, or caused by malfunctioning hardware [1].
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Patient-based artefacts are mostly due to movement during acquisition. These artefacts

cause, for example, blurring and distortions in the reconstructed images. They can,

however, be mitigated using different motion correction algorithms [2].

The most common physics-based artefact is the beam hardening artefact in which

the polychromatic low energy photons of the x-ray beam attenuate most in the patient,

increasing the mean energy of the x-ray spectrum. Another common artefact type is

a metal artefact, resulting from beam hardening and photon starvation which cause

streaking and cupping artefacts in the CT images. These artefacts can be alleviated

by increasing x-ray tube peak kilovoltage, stronger beam filtration and by using beam

hardening and metal artefact reduction algorithms [3].

Common hardware-based artefacts are ring artefact, tube arcing, and air bubble

artefact in the oil coolant of the tube [1, 4]. Ring artefacts (RAs) can be caused, for

example, by dead pixels in the x-ray detector or miscalibration. Artefacts arising from

a gas bubble in the oil coolant of the tube are difficult to detect [5]. Hardware-based

artefacts usually require maintenance service. However, RAs may be corrected using

e.g. interpolation methods, filtering approaches, or flat-field recalibration [6].

Several automated detection approaches have been proposed for CT image quality

assessment [7, 8]. However, these studies do not focus on artefact detection but on tech-

nical image quality assessment directly from clinical patient images. For example, Smith

et al. 2017 developed a method to automatically estimate the detectability index, noise

power spectrum, and modulation transfer function directly from patient CT images [7].

On the machine learning front, using deep learning (DL) convolutional neural networks

in image analysis has gained great interest in image processing [9]. For CT image quality

assessment in particular, a DL method was recently developed for deformable image reg-

istration quality assessment from lung CT images [10]. In another recent study focusing

on MRI, a fast and automated DL method for assessing re-scan need in motion-corrupted

brain series was developed [11].

Even though sophisticated artefact correction algorithms exist, modern CT scanners

may produce image artefacts limiting the diagnostic quality which in the worst case

may require a re-scan. Therefore, imaging technologists must carefully review the CT

reconstructions after image acquisition. An automated artefact detection tool could opti-

mize this process. On the other hand, artefact detection could be used for monitoring CT

artefact prevalence as a performance management tool in hospitals. Despite the recent

developments in CT image quality assessment [12–14], to the authors’ knowledge, there

are only a few studies focusing on CT artefact detection using DL [15, 16]. In the work by

Madesta et al., DL was applied for the detection of simulated respiration-related patient

motion artefacts using a 3D patch-based approach in radiotherapy 4D CT imaging and

for the subsequent correction of the artefacts using DL-based inpainting [15]. In the work

by Prakash and Dutta, detector-related artifacts were simulated to projection data, and

a deep learning approach was employed to detect streaks, rings, and bands [16]. In this

study, a VGG-16 CNN architecture is applied for image artefact detection directly from

clinical head CT patient images. Hypothesis is that DL can be utilized in the automated

assessment of the clinical image artefacts.
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2 Materials and Methods

Data: In this study, the openly available Head CT scan dataset available from Johns

Hopkins University Data Archive was used [17]. The dataset consists of 35 subjects’ non-

contrast head CT scans. The dataset had to be curated as unwanted metal artefacts were

present for some of the subjects’ dental regions, and those slices were excluded manually

from the image stacks. After metal artefact exclusion, the whole dataset consisted of 1501

slice images (1300/201 training phase/test phase).

Three different artefacts were simulated in the dataset using internally developed

algorithms: ring artefact, beam hardening artefact, and movement artefacts (Fig. 1). The

simulation was performed for each slice image in 2D, and for each slice, all three artefacts

were simulated. First, the slice image was segmented into {air, adipose, water, brain,

skull} material regions based on HU thresholding, in which the CT slice is segmented to

different tissues based on the HU values of the individual pixels {air ≤−100 HU, adipose

≤ −30 HU, water ≤ 20 HU, brain < 1000 HU, skull ≥ 1000 HU}. The energy-dependent

linear attenuation coefficients (µ) for each segmented material (x) were extracted from

attenuation table obtained from XCAT virtual phantom software package [18]. The

attenuation process was modeled in discrete form as:

Ik =

Emax
∑

E=0

I0,Eexp

⎛

⎝−

N
∑

j=1

ak,j

M
∑

m=1

µE,mxj,m

⎞

⎠, (1)

where, Ik is the transmitted x-ray intensity at sinogram index k, I0,E is the input spectrum,

ak,j is the element of the forward projection matrix at row k and column j and xj,m is the

thickness of material mth material at pixel j. Emax is the maximum peak kilovoltage from

the simulated x-ray tube spectrum. The 120 kVp and 70 kVp input spectra were simulated

using the SPEKTR toolbox [19] in Matlab (2018b/v9.5.0, Mathworks Inc., Natick, MA,

USA) (Fig. 1). The 120 kVp spectrum was applied for artefact free projection data

simulation and for all artefacts except for beam hardening. Parallel beam projection

geometry with 180 projections in 1-degree intervals was applied in the simulations and

Poisson noise was simulated in the projection data. The projection data were flat-field

corrected before filtered back projection (FBP) reconstruction with Ram-Lak filtering.

Reconstructions were computed using the Astra toolbox (v.1.9.0.dev11) [20, 21]. The

simulations and reconstructions were conducted in Python (v. 3.7).

The artefact-free projections and reconstructions were computed as explained above,

and the artefacts were generated as follows:

Ring Artefact: RAs were inserted into the artefact-free FBP slice images as an image

post-processing method. The number of RAs were chosen to contain either one single

RA or several (1 to 20) RAs. The single RA corresponds to the situation where only

one detector element is malfunctioning, and several RAs mimics a scenario of detector

miscalibration or malfunctioning of multiple detector elements. When a single RA was

simulated in the slice image, a circle mask with radius (4 to 245 range) was simulated

and a value from uniform distribution (-1000 to 2000) was drawn, and the mask was

added to the reconstructed image. For several RAs, diameters from 4 to 245 isocenter

distances were simulated, and the value of the RAs in multiple RA case were drawn
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from Gaussian distribution with a mean equal to image pixel values (excluding values

< 0) and a standard deviation of 100. The RAs’ thicknesses randomly varied from one

to three pixels.

Beam Hardening Artefact: 70 kVp spectrum was used instead of 120 kVp in the

beam hardening simulation, as it showed typical cupping artefact (Fig. 1c)).

Movement artefact: Movement artefact was simulated as head tilt rotation movement.

The axial rotation axis was set at the center of the left edge of the slice image (Fig. 1d)).

The amount of rotation (R) was drawn from a uniform distribution [−20, +20 degrees],

and 180 evenly spaced intervals were generated from 0.1 to R degrees. Subsequently,

the reconstructed image was rotated, and forward projection was generated to obtain the

sinogram of the moved sample. One projection of this moved sample was stored in the

sinogram containing movement. This was repeated 180 times to fill the sinogram of the

moving target.

Fig. 1. Illustration of simulation workflow for different artefacts: a) Artefact free image, b) ringing

artefact simulating dead pixels in detector (red arrow), c) beam hardening artefact image and d)

movement artefact manifested as blurring of the image (red arrow). Also please note the “halo” in

the movement artefact image in the field of view edge (red arrow). The rotation axis is annotated

as a red dot.

Deep Learning Model for CT Artefact Classification: PyTorch (v1.8.1) framework

was utilized, and an VGG-16 convolutional neural network architecture pre-trained with

ImageNet dataset was applied for artifact classification [22]. The last fully connected

layer was modified to produce four outputs. All model layers were trained during transfer

learning for artefact detection. The reconstructed images were processed to a size of 1

× 512 × 512, and during training, they were augmented by randomly cropping to 1 ×

450 × 450 size to obtain variability. Data augmentation was performed during training
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phase before feeding input data to the network. Subsequently, they were resized to the

required input size of 3 × 244 × 244 and fed as an input for the pre-trained VGG-16

network.

The total dataset (NTotal = 1501 × 4 (6004) was randomly split into training set (Ntrain

= 1040 × 4(4160)) two validation sets (Nval1 = 130 × 4(520) and Nval2 = 130 × 4(520),

and to a separate test set (Ntest = 201 × 4(804); two individual subjects). In the notation,

four refers to {artefact-free, ring artefact, movement artefact, beam hardening} images

simulated from one slice image. This yielded data splitting to 76.5% training, 13.2%

validation and 10% for testing. The maximum number of epochs was set to 30. To avoid

model overfitting, early stopping with patience of six epochs based on validation loss

was applied. The model training was performed as follows: Ntrain was used in training,

and Nval1 was applied in early stopping evaluation. Then the model was evaluated on

the Nval2 set. The hyperparameter tuning was applied in this step.

After selecting the best performing hyperparameter combination, the final model

was trained on Ntrain + Nval2 and Nval1 was used for early stopping for that model. Final

evaluations were performed to the separate test set. Hyperparameter tuning was applied

to learning rates (LRs) {1e−4; 1e−5; 1e−6}, batch sizes {8,16}, and weight decays

{1e−1, 1e−2, 1e−3} yielding 18 possible combinations. The final best performing

combination was: LR = 1e−5; batch size = 8, and weight decay = 0.01, which was

used in the final training using ADAM optimizer for 15 epochs. The cross-entropy loss

function was applied as the loss function.

Validation of Artefact Detection Framework: For model performance validation, the

area under receiver operating characteristics curve (ROC-AUC), average precision, accu-

racy, precision, recall, and F1-scores (2 × (precision × recall)/(precision + recall)) were

determined. A Gradient-weighted Class Activation Mapping (Grad-CAM) approach was

applied to provide visual explanations highlighting the regions important for the VGG-

16 model decisions [23]. Finally, to assess the limits of reliability of the trained model

(i.e. to test the detection limits for artefacts that were not so prominent), an additional

sensitivity analysis was performed with two different slice images taken from the test

dataset with different RA and movement artefact classes: 1. Bright and dark RAs with

Fig. 2. a) Average receiving characteristics operating curve (ROC) for classification of simulated

CT artefacts (Ntest = 804) using VGG-16 classifier, and b) average precision-recall curve over all

artefact classes. VGG-16 classifier had the best detection performance on simulated ring artefacts

and the poorest performance was found on beam hardening artefacts.
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increasing radius from 4 to 245 in 10 evenly spaced intervals were generated and fed to

the trained model to assess how small a radius the RA model is capable of detecting.

2. Movement from 0.2° to 3° in 10 evenly spaced intervals was simulated in the image

slices.

3 Results

The model performance was excellent for the test set (Table 1). The poorest precision was

on the movement and beam hardening artefact classes. The overall ROC-AUC, average

precision and accuracies were 0.99, 0.86 and 0.91, respectively (Fig. 2). When ROC-

AUC was evaluated class-wise, the poorest performance was found on beam hardening

artefact (area = 0.97) (Fig. 2).

Table 1. Precision, recall and F1-score values for simulated artefact-free and different image

artefact types.

Image Type Precision Recall F1-score

No artefact 0.99 0.71 0.85

Ring artefact 0.99 0.99 0.99

Beam hardening artefact 0.85 0.91 0.88

Motion artefact 0.84 0.99 0.92

The GradCAM visualizations showed that with all image classes, the model attention

is focused on bony regions (Fig. 3). In the simulated artefact-free image, the model

attention highlights the whole head region, whereas, for RA images, the model attention

is intensified in the RA. For movement artefacts, the attention is focused on blurring

artefact as well as in the field of view edge, which has a halo artefact (Fig. 3). For beam

hardening artefact, the attention map focuses on the uniform brain region as well as in

the bony regions (Fig. 3c).

The qualitative sensitivity analysis revealed that the model could classify all move-

ment artefacts correctly. However, this was due to the visible edge in the field-of-view,

which is also highlighted in the attention maps (Fig. 4). The model was incapable of

detecting small RAs with a radius of 4 pixels (Fig. 5). Also, the bright RA near the bony

regions was misclassified by the model even though the model attention highlights the

RA region (Fig. 5e).
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Fig. 3. Example illustrations of the artefacts and heat maps highlighting the regions where the

model attention was the highest (pun location).

Fig. 4. Qualitative sensitivity assessment of the movement artefacts. The model could detect

movement artefact in all images. The heatmap is produced using the Grad-CAM approach.
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Fig. 5. Qualitative sensitivity assessment of the RAs. All images have a RA and the red dashed and

blue solid borders denotes misclassification and correct classification of the model, respectively.

The heatmap is produced using the Grad-CAM approach.

4 Discussion

Data-driven algorithms and especially convolutional neural networks have shown their

applicability in various medical image processing and analysis tasks. This simulation

study demonstrated that deep learning can be utilized as an effective classification and

detection tool for CT image artefacts. Furthermore, the attention maps created using the

Grad-CAM approach provided visual assessment for model performance evaluation.

In image quality assurance tasks, recent advances have been made in automating

the analysis of technical image quality parameter directly from patient images [7, 8].

The approach developed in this study could be incorporated as a monitoring or arte-

fact indicator tool to support imaging technologists who monitor the patient during the
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clinical imaging process. DL could be applied to support this monitoring process as a

post-analysis step. Although, majority of these CT image artifacts can be differentiated

based on visual observation, the DL-based automated process may speed up the process

of checking images from large datasets after acquisition, thus enabling faster mainte-

nance action. Also, this approach could have applications not only for artefact detection

but also in assessing the artefact prevalence of CT scanners. The developed method has

the potential to improve quality assessment and decrease recall rates. Further, DL-based

quality assurance could be used to identify protocols that require further optimization

or scanners that require maintenance. To illustrate, if the classification tool frequently

detects movement artefacts in routine use of a specific protocol, the rotation time could be

decreased, the pitch factor increased to reduce scan times, or the imaging technologists

could be trained to better advise/guide the patients not to move during scan process.

Although the overall model performance was excellent, there were misclassifications

in the test data. Therefore, an additional sensitivity analysis was performed to assess the

limits of the model. This analysis, combined with the Grad-CAM visualization, revealed

that small RAs were left undetected as they were difficult to distinguish from anatomical

structures and bright RAs near the skull were left undetected by the model. The model

performance may be further improved by introducing more of these misclassified cases

in the learning process. The model attention in movement artefact simulations focused

on the edge of the field-of-view region, which is not ideal as the out of field artefacts

may be pre-corrected for clinical images.

This study has the following limitations. Only simulated artefact dataset from the

head region was utilized as a comprehensive collection of clinical images with various

artefacts was not available. This was because some of the artefacts are not commonly

encountered in clinical practice. For illustration, RAs are usually monitored by radiogra-

phers using quality assurance phantoms. In addition, only one openly available head CT

dataset was utilized, and it contained images only from the head region. However, CT

artefacts and artefact types differ depending on which body region is being imaged (e.g.,

in the thorax region, respiration-related motion artifacts are more common). There-

fore, in future studies, the dataset should include other body regions. However, this

was considered out of scope in this proof-of-concept study. One solution to produce

a non-simulated dataset with various artefacts in the whole-body region would be to

scan anthropomorphic phantoms with artefacts. Imaging phantoms enable a controlled

and systematic process for artefact generation with different CT imaging protocols. For

example, movement artefacts could be easily produced by introducing movement e.g.

using a linear actuator. X-ray detector-related artefacts are more difficult to generate, but

for example, contrast material contamination in the detector cover or mylar window pro-

duces RAs. In this proof-of-concept study, only a pre-trained VGG-16 neural network

architecture was utilized as it performed very well initially. However, in future studies,

other more sophisticated network architectures should be investigated in combination

with real measured i.e., non-simulated, artefact datasets.

Moreover, the grad-CAM heatmaps generated from the trained VGG-16 model high-

lighted well the artefact regions. However, other architectures should also be exper-

imented with in more detail in future studies. In addition, the verification of model

performance with clinical data needs to be addressed in the future. Furthermore, the
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clinical data should have a variety of CT scanner vendors and protocols to increase the

variability in the noise texture [14], image resolution, as well as in contrast. Finally,

exposing the model for different X-ray energy spectra, and collimations may cause chal-

lenges in real patient data as the contrast and overall image quality appearance would

differ.

5 Conclusion

In summary, a classification pipeline for CT image artefact detection was developed

using VGG-16 model convolutional neural network architecture. The model performance

was excellent on a simulated dataset, and the developed method shows promise for

medical image quality assurance as an integrated part of the routine diagnostic workflow.

However, before this, the results need to be verified with a clinical dataset of various

artefacts and different CT scanners from different vendors.
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Abstract. The ability to regularly assess Parkinson’s disease (PD) symptoms

outside of complex laboratories supports remote monitoring and better treatment

management. Multimodal sensors are beneficial for sensing different motor and

non-motor symptoms, but simultaneous analysis is difficult due to complex depen-

dencies between different modalities and their different format and data proper-

ties. Multimodal machine learning models can analyze such diverse modalities

together, thereby enhancing holistic understanding of the data and overall patient

state. The Unified Parkinson’s Disease Rating Scale (UPDRS) is commonly used

for PD symptoms severity assessment. This study proposes a Perceiver-based

multimodal machine learning framework to predict UPDRS scores.

We selected a gait dataset of 93 PD patients and 73 control subjects from the

PhysioNet repository. This dataset includes two-minute walks from each partici-

pant using 16 Ground Reaction Force (GRF) sensors, placing eight on each foot.

This experiment used both raw gait timeseries signals and extracted features from

these GRF sensors. The Perceiver architecture’s hyperparameters were selected

manually and through Genetic Algorithms (GA). The performance of the frame-

work was evaluated using Mean Absolute Error (MAE), Root Mean Square Error

(RMSE) and linear Correlation Coefficient (CC).

Our multimodal approach achieved a MAE of 2.23 ± 1.31, a RMSE of 5.75 ±

4.16 and CC of 0.93 ± 0.08 in predicting UPDRS scores, outperforming previous

studies in terms of MAE and CC.

This multimodal framework effectively integrates different data modalities,

in this case illustrating by predicting UPDRS scores using sensor data. It can

be applied to diverse decision support applications of similar natures where

multimodal analysis is needed.

Keywords: Multimodal machine learning model · Perceiver · Gait analysis ·

GRF sensors
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1 Introduction

1.1 Parkinson’s Disease (PD)

PD is the fastest growing neurological disorder according to the Global Burden of Dis-

eases, Injuries, and Risk Factors (GBD) studies [1–3]. The World Health Organization

(WHO) estimated that about 8.5 million individuals were living with PD worldwide in

2019 [4]. In the last thirty years, there has been a significant increase in prevalence and

mortality rates of PD. Several components contributed to this upward trend, such as a

growing elderly population, environmental and social factors, and extended duration of

the disease. If the current trend persists, it is projected that the number of individuals with

PD could exceed 17 million by the year 2040 [5], which will pose enormous challenges

for any healthcare system.

Diagnosis of PD is typically performed by neurologists specialized in movement

disorders and involves different neurological tests and patient interviews. However, the

diagnosis of PD remains a difficult task due to its overlapping characteristics with other

neurodegenerative diseases and the subjectivity in short-term assessment. A global short-

age of specialized neurologists increases the risk of misdiagnosis, potentially preventing

targeted treatment and increasing disease severity. PD symptoms are typically evaluated

using a rating scale called Unified Parkinson’s Disease Rating Scale (UPDRS), which is

a widely accepted score. This PD severity rating scale has four distinct components that

include both non-motor and motor parts [6]. Early diagnosis and frequent assessment of

PD symptoms is required for more targeted medical intervention and to support remote

monitoring for better treatment management, thereby improving the quality of life of

PD patients.

1.2 Gait Analysis

Gait analysis can be a useful tool for measuring gait abnormalities as gait worsens with the

disease progression. The analysis is conducted in a specialized laboratory equipped with

video systems, motion-capturing cameras, floor-based force sensors, and electromyo-

graphy (EMG) systems [7]. Although this complex laboratory setup provides accurate

results, the availability of these systems is limited due to expensive infrastructures and

lack of skilled personnel, particularly in developing countries and remote places. Ground

Reaction Force (GRF) non-invasive wearable sensors can offer a cost-effective and acces-

sible tool for gait analysis to provide a comprehensive overview of gait pattern. These

sensors are designed to capture joint movements and muscle activities effectively [8].

They are small and typically placed in the insole or underneath shoes to measure kinetic

force, temporal, and spatial characteristics of gait variability.

Gait abnormalities in PD patients under cognitive load become more severe with

the disease progression [9]. Dynamic changes in gait can be detected through regular

monitoring of daily activities, medications, social interactions, or environmental condi-

tions outside of the artificial laboratory in real-life settings. Therefore, there is a need for

inexpensive monitoring methods that can be used not only during healthcare encounters

but also to improve treatment intervention and management throughout the patient’s

lifetime [10].
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The gait signals obtained from the controlled laboratory settings are more structured,

as the participants follow a specific protocol in a strictly controlled environment [11].

Gait analysis has traditionally focused on temporal or frequency domain analysis with

standard hypothesis testing. This approach was mainly used because the datasets were

simpler and more structured [12]. However, real-world gait signals are unstructured and

noisy, and may require multimodal sensing for more comprehensive analysis taking into

account a wider context. Therefore, the GRF based gait signal alone may not be enough

for estimating PD symptoms severity in remote monitoring applications. Analyzing

other gait or tremor signals with non-motor symptoms combined could give us a better

understanding about the progression of PD symptoms in real-life scenarios.

1.3 Multimodal in Decision Support

Analyzing multimodal data from diverse sources is a challenging task due to possible

complex, non-linear relationships, and temporal dependencies between modalities [13].

If these modalities are analyzed separately with own methods (signal processing and

other approaches), and their results are combined and processed thereafter, there is a risk

of losing potential joint information between them. Integrating these modalities requires

harmonization and standardization prior to analysis in a computational model [14].

Multimodal machine learning is an evolving field of machine learning where multiple

modalities can be combined simultaneously to support or aid each other in enhancing

the predictive performance of the model.

Recently, DeepMind’s Perceiver architecture has shown promising results in process-

ing different data modalities [15]. This architecture is designed on top of Transformer

networks, it is capable of processing different modalities including time series, images,

and other signals. The core concept behind the Perceiver architecture is the use of an

iterative attention mechanism [15]. This mechanism allows the model to concentrate

on distinct parts of signals to capture the underlying pattern. By integrating multiple

modalities, the model may generate robust predictions as it can observe patterns from

different modalities and identify the relationship between input modalities and output.

A Perceiver architecture-based multimodal machine learning framework could be

an effective solution for simultaneously analyzing both raw gait timeseries signals and

extracted hand-crafted features from GRF sensors, allowing them to complement each

other to improve the predictive ability for PD diagnosis and PD symptoms severity

estimation. The iterative nature of the Perceiver architecture, along with the weight

sharing strategy can enhance the predictive performance by efficiently reusing the same

input multiple times [15].

Optimizing hyperparameters is a challenging task in any deep learning model, par-

ticularly when parameters are selected manually. To overcome this issue, state-of-the-art

optimization techniques like Random search (RS), Grid search (GS), Bayesian optimiza-

tion (BO), and Genetic Algorithms (GA) techniques explored in earlier studies [16]. GA

has the advantage of simulating different hyperparameter settings to find the optimal

configuration to achieve better prediction performance. This algorithm has been used

for hyperparameter optimization in the detection of femoral neck fracture [17] and the

diagnosis of nutritional anemia [18].
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1.4 Goal of the Study

The main advantage of using raw gait signals is that it eliminates the manual processing

steps and simplifies analysis prior to computational model. However, to incorporate

explicitly expert-based knowledge in the form of well-defined features, and to evaluate

the capability of the computational model for analyzing multimodal data, we utilized

the extracted features from gait timeseries signal as separate modality. This is because

expert-derived features represent interpretable biomechanical metrics, while the gait

timeseries signal provides sensor data covering variation in spatiotemporal domains. In

addition, the effect of GA optimization performance is assessed in this approach.

This research proposes a multimodal machine learning framework based on the Per-

ceiver architecture for predicting the severity of PD symptoms. The study also examines

the framework’s performance for the diagnosis of PD. The major contributions of this

paper can be summarized as follows:

1. Study if UPDRS can be predicted with gait timeseries signals from GRF sensors and

compare framework’s performance with other studies,

2. Compare performance of multimodal vs single model approaches,

3. Study GA optimization performance.

The rest of the paper follows as outlined below: Sect. 2 discusses state-of-the-art

data analysis methods related to PD diagnosis and severity assessment. Studies related

to applying the Perceiver architecture in disease diagnosis for other diseases than PD are

also presented in this section. Section 3 describes the materials and explanation of each

component of the proposed framework. Section 4 presents the results of the performance

evaluation of the proposed approach. Section 5 discusses the results comparing different

modalities, as well as the limitations, challenges, and future scope of this research.

Section 6 concludes the paper.

2 Related Work

Despite the need for regular assessment of PD symptoms to improve treatment man-

agement, most existing studies focused on diagnostic solutions for detecting PD. Fewer

studies have addressed estimating the exact symptoms severity of PD as regression prob-

lem. This study includes references to PD diagnosis research to provide a comprehensive

overview of how wearable sensors and data analysis can improve diagnosis. The majority

of these studies explored single modality data whereas only a small number of studies

have used a multimodal approach. These multimodal studies are mostly based on small

populations and/or imbalanced datasets [19]. Prior to machine learning, standard hypoth-

esis statistical tests like t-tests, Mann-Whiteney U test, and ANOVAs were employed

for PD detection from gait data [12]. Recent literature shows successful implementation

of machine learning and deep learning techniques for PD detection. Machine learning

techniques like Random Forests (RF) [20] and Support Vector Machines (SVM) [21]

have been explored for PD diagnosis from gait data. Convolutional Neural Network

(CNN) and long short-term memory (LSTM) deep learning algorithms are mostly used

in research for PD diagnosis [22]. Most studies use a single modality analysis for PD

diagnosis and the PhysioNet Gait database is most used in these studies for gait analysis
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[22]. This PhysioNet Gait dataset contains original UPDRS to reflect the severity of PD.

The total UPDRS score ranges from 0 to 199, encompassing both motor and non-motor

components, with 199 representing severe disability and 0 indicating the healthy state.

The maximum score from the motor part of the scale is 108 [6, 23].

2.1 PD Severity Estimation

Aşuroğlu et al. [24] proposed a hybrid deep learning regression approach emphasizing

on local pattern recognition for predicting PD symptoms severity from the gait signal.

Their proposed framework is based on the combination of CNN and locally Weighted

Random Forest (LWRF) that use multi-channel gait data to predict exact UPDRS scores.

The convolutional part of their framework extracts local characteristics from the extracted

time and frequency domain features and the LWRF part exploits the local relationships

from these characteristics. Their proposed model achieved a state-of-the-art performance

and outperformed the previous study. Aşuroğlu et al. [25] conducted a prior study focused

on the same regression problem for estimating PD symptoms severity. In this study they

used a decision tree-based supervised machine learning model. This study was the first

one that utilizes multichannel GRF wearable sensors-based gait data in general. They

utilized the same time and frequency domain features as [24] for the prediction. Their

developed ML model exploited the local patterns from these features to better predict

UPDRS scores.

2.2 PD Diagnosis

In this section, studies that used the PhysioNet gait dataset for PD diagnosis are discussed

to maintain a consistent comparison. El Maachi et al. [26] used raw gait timeseries data

for PD detection using a deep learning model based on the 1D CNN (1D-Convnet). This

model was designed to simultaneously process 18 one-dimensional signals obtained

from 16 GRF foot sensors and the total force from each foot, eliminating the need for

manual feature extraction. The first part of their model used 18 parallel 1D-CNN signals

for local spatial information extraction. Following this, a fully connected layer that

integrates the relevant CNN spatial features for PD diagnosis. Their proposed algorithm

achieved an accuracy of 98.7%, a sensitivity of 98.1% and a specificity of 100.0%.

Alharthi et al. [27] used deep CNN architecture for PD diagnosis. They transformed the

raw GRF sensor signal into a 3D matrix to provide input to the model. Their approach

was designed to learn the spatiotemporal GRF signals without manual feature extraction.

Their proposed model was robust against noise and effectively addressed the variability

of human movement between individuals.

Pham et al. [28] focused on a single GRF sensor from the gait data for PD detec-

tion. From the timeseries signal, they extracted time-frequency and time-space features.

With the extracted features they trained bi-LSTM (bi-LSTM). Their results showed bet-

ter performance compared to conventional LSTM and other prior studies in terms of

accuracy (100.0%), sensitivity (100.0%), specificity (100.0%) and F1 score (1.0). They

also reported that their model was more efficient in terms of computational power and

processing time as it used only one sensor. Balaji et al. [29] introduced a deep learning

approach using LSTM for PD detection and severity classification, eliminating the need
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for handcrafted features. They passed gait cycles from GRF sensors to train the LSTM

network. Their network consists of four LSTM layers, four dropout layers followed by a

fully connected layer and a SoftMax layer. Their approach achieved accuracy of 98.6%

for PD detection.

Vidya et al. [30] used a hybrid CNN-LSTM model to explore the spatial and temporal

dependence of GRF timeseries signals to differentiate between healthy subjects and

different PD severity levels. They selected the optimal number of GRF sensors using a

variability analysis. They applied the empirical mode decomposition (EMD) technique

to extract the significant intrinsic mode functions (IMFs) through power spectral analysis

to capture the non-linear and non-stationary characteristics of the timeseries signal. The

dominant IMFs from the optimal GRF signals were then used to train the hybrid model

for PD stage classification. They reported that their proposed hybrid model achieved

better performance than other studies that used gait analysis to classify healthy subjects

and PD severity stages.

Nguyen et al. [31] introduced a Transformer-based deep learning model that empha-

sized both temporal and spatial characteristics of gait signals to differentiate between

healthy control subjects and PD patients. They applied one temporal Transformers for

each gait sensor, and the dimensionally reduced outputs from these temporal Trans-

formers were concatenated before being fed into a spatial Transformer. This spatially

encoded feature set was then passed to two fully connected layers and an output layer for

the final classification. Their model achieved accuracy of 95.2%, a sensitivity of 98.1%

and a specificity of 86.8%.

2.3 Multimodal Data Analysis Using Perceiver

Although the Perceiver architecture is a recent development, it has already been

implemented in other studies focusing on disease diagnosis other than PD.

Josef et al. [32] estimated the speed of human motion using IMU-based wearable

sensors. They evaluated the performance of different deep learning methods, including

the Perceiver architecture. In their experiment, they collected IMU data from a single

foot, shin, and thigh. The Perceiver architecture, along with other deep learning tech-

niques, outperformed conventional feature-based methods in estimating speed. Aadam

et al. [33] evaluated the performance of the Perceiver architecture for classification of

emotion from raw EEG signals. In this experiment, they used EEG signal from DEAP

[34] dataset, and they used two modalities for the analysis. The first modality consisted

of EEG signal from all channels as 1D vector and the spatial locations of electrodes as the

second modality. They found that the Perceiver model performed better for multimodal

configuration compared to single modality.

3 Materials and Methods

This section introduces a Perceiver architecture-based multimodal machine framework

for PD symptoms severity estimation. The proposed framework can simultaneously

process both raw gait timeseries signals and extracted features from GRF sensors as
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multimodal input to predict UPDRS score. This framework can also process each modal-

ity input separately. Figure 1 depicts the workflow of the proposed framework which

includes the Perceiver model and hyperparameter optimization using GA.

Fig. 1. Workflow of the proposed Perceiver architecture-based multimodal machine learning

framework for UPDRS score prediction. The framework simultaneously processes raw gait time-

series signals and extracted features from these signals to complement each other through the

iterative process of Perceiver network. GA selects hyperparameters of the Perceiver architecture

in the first cross validation (CV) and then applies them to subsequent CVs.

3.1 Dataset Description

The performance of the proposed architecture was evaluated using the dataset of Phy-

sioNet [35] that includes walking sequences from 93 idiopathic PD patients and 73

healthy control subjects. The mean age of the PD patients was 66.3 years, and 63% of

the patients were male. The average age of control subjects was 63.7 years among which

55% were men. This dataset was collected by three independent research groups (Yogev

et al. [36], Hausdorff et al. [37], and Silvi Frenkel-Toledo et al. [38]) at the Laboratory

for Gait & Neurodynamics, Movement Disorders Unit of the Tel Aviv Sourasky Medical

Center.

Gait patterns were measured from each participant for two minutes by placing eight

GRF sensors under each foot. Participants were asked to walk in two different scenarios:

normal walking at a self-selected speed and dual-task walking. In the dual-task protocol,

subjects were instructed to perform arithmetic tasks by serially subtracting seven from

a pre-defined number.

These GRF sensors measure force (in Newton) with a sampling rate of 100 Hz and

the force distribution of these sensors could be used to measure the gait impairment of

subjects. The GRF sensors-based measurement system provides better foot distribution

compared to force-sensitive resistors (FSR) due to their larger size and sensing area [39].
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The dataset also includes demographic information about the participants, such as their

gender, age, height, weight, and PD severity values as UPDRS scores. In this dataset, the

mean UPDRS score of PD patients was 32, with a minimum score of 13 and a maximum

of 70.

3.2 Pre-processing and Feature Extraction

The first 20 s and the last 10 s from each sensor data segment were excluded to minimize

the start and end effects. After that, a median filter with a length of 3 was applied to

remove outliers or large spikes. This filter reduces sudden walking fluctuations, and the

small filter size preserves maximum force signal without distortion.

Gait cycles are repetitive in nature therefore sensor timeseries signals may con-

tain redundant information. Hand-crafted features that reflect the spatiotemporal and

frequency characteristics of timeseries signals may be useful for PD detection or PD

severity estimation. Therefore, we extracted the frequency and time domain features

from the median filtered signal of each GRF sensor. These seven-frequency domain and

sixteen-time domain extracted features, presented in Table 1, effectively capture relevant

information that has been demonstrated in previous studies [24, 25]. Extracted features

were then standardized by subtracting the mean and scaling to unit variance, as defined

in Eq. 1. In this equation, ‘µ’ represents a mean of a specific feature that is calculated

from all subjects. ‘σ’ represents the standard deviation of that feature also calculated

from all subjects, x represents feature value for a single subject and z is the standardized

value of x.

z =
x − µ

σ
(1)

Table 1. Time and Frequency based features extracted from each sensor of all participants.

Feature Domain Features calculated from each GRF sensor

Time mean, harmonic mean, median, range, interquartile range (IQR), mean

absolute deviation, maximum amplitude and minimum/maximum spread,

skewness, kurtosis, root mean square (RMS), energy, power, and entropy

Frequency mean, minimum, maximum, normalized, energy, power, and phase

3.3 Perceiver Architecture

The Perceiver architecture has the potential of combining multiple data modalities to

improve a model’s predictive capability. The Perceiver leverages an iterative attention

mechanism to scale high-dimensional multimodal data without making any domain spe-

cific assumptions. This architecture employs scalable Fourier features-based position

encoding to preserve the temporal, spatial or spatiotemporal characteristics of the input

data. These encoded features are then concatenated with input data before processing
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in the main architecture. As illustrated in Fig. 2, the Perceiver architecture is com-

posed of two main components: the cross-attention module and the latent Transformer.

The cross-attention module reduces the dimensionality of the input data into a lower

dimensional latent bottleneck. The latent Transformer then processes further to learn

complex patterns in the data. This concept allows the construction of large networks of

multiple cross-attention and the latent Transformer blocks for processing complex and

high-dimensional multimodal data without changing the underlying architecture. The

weight sharing strategy across each block can also improve predictive performance by

efficiently reusing the same input multiple times. Finally, the model generates predic-

tions by averaging the output of the final latent Transformer over the index dimension

depending on the classification or regression task [15].

Fig. 2. The Perceiver architecture uses an iterative approach that alternates between cross-

attention layers and several latent self-attention blocks. By alternating between these two types of

blocks, the model can receptively attend to the input data and find patterns between the input and

output layers more effectively. This mechanism allows the model to reduce the dimensionality of

the input data while preserving the most critical information. The weight sharing strategy of the

architecture can also improve predictive performance.

A potential disadvantage of the Perceiver architecture is that while the size of the

latent array facilitates detail mapping of the input data, the bottleneck effect may limit the

extent of detail. The use of multiple cross-attention layers can improve the precision of

information extraction from the input data. However, this comes at the cost of increased

computational resources that can lead to longer processing times [15].

3.4 Proposed Framework

The proposed framework uses the Perceiver architecture to identify the relationships

between GRF signals with corresponding targets (either for classification or regression

purposes). This work uses a multimodal version of the perceiver architecture that is

capable of processing both unimodal and multimodal data in a single run [40]. This

multimodal architecture leverages the attention mechanism to dynamically focus on

distinct parts of these modalities to enhance the overall performance.

After the pre-processing phase, the timeseries signal of each participant is reshaped

to 9025 samples × 16 sensors and the features set is reshaped to 368 × 1 from 23 features

× 16 sensors. This conversion is necessary as the multimodal version [40] requires the
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inputs in specific format for processing. These reshaped datasets are then converted to a

one-dimensional tensor vector to feed into the Perceiver architecture.

To address the class imbalance during training, we use the weighted random sampler

algorithm from PyTorch without oversampling. This means that each training batch

includes samples from both classes (0 = healthy and 1 = PD) proportional to their

class weights, until all samples from the minority class have been utilized. After that,

training continues with samples from the majority class. The training batch size for these

experiments is set to six. Validation is conducted in a single batch, where samples are

randomly selected without considering class balance to simulate the real-world scenario.

3.5 Experimental Setup

The Perceiver model’s hyperparameters are initially selected in a non-optimized manner

using a trial-and-error method, where the optimal selection is determined based on the

lowest prediction error. We first begin with predetermined hyperparameters and then

adjust them to achieve the lowest possible prediction error. Through this process, we

then select a network depth of 4, a cross-attention layer of 6 and latent-attention layer

of 6 and the weighting sharing between the cross-attention and the latent self-attention

layers. For optimization, we use Adam optimizer with a learning rate of 10–4.

The proposed framework is implemented in Python with the PyTorch library on

the JupyterLab development environment. This experiment is conducted on a computer

with an AMD Ryzen 5 5600X 6-Core Processor, 16 GB RAM, and a 12 GB NVIDIA

GeForce RTX 3060 graphics card. CUDA library of GeForce is used to utilize graphics

card. Typical training sessions for processing either multimodal data or timeseries signals

lasts approximately 80 h. The duration of training session extends when GA optimization

is employed.

3.6 Evaluation

The accuracy of the proposed framework for predicting PD severity symptoms depends

on the error between actual and predicted UPDRS scores. We use Mean Absolute Error

(MAE), Root Mean Square Error (RMSE), and Correlation Coefficient (CC) to eval-

uate the performance of the proposed framework. MAE measures the mean differ-

ence between two continuous variables (mean difference between actual and predicted

UPDRS scores).

MAE =
|p1 − a1| + · · · + |pn − an|

n
(2)

RMSE =

√

(p1 − a1)
2 + · · · + (pn − an)

2

n
(3)

Here n is the size of the sample, p and a are the target and estimated value (output of the

algorithm), respectively.

Initially gait data shorter than two minutes are discarded to maintain consistency

across samples. This process resulted in a comprehensive dataset of 189 samples from
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126 participants (68 PD patients and 58 Healthy control subjects). Gait timeseries data

and the extracted features from each sample are structured according to the requirements

of the framework to train either a single or a multimodal Perceiver model, individually or

together. In the framework, we divide the structured dataset into ten randomly equal-sized

subsamples using the ten-fold CV method. For each iteration, one subsample represent-

ing 10% of the dataset is reserved for validation and the remaining nine subsamples are

reserved for training. This process is then repeated ten times. During training in each CV,

samples are divided in proportion to preserve class balance as indicated in the Proposed

Framework.

The final performance of each model is evaluated using the mean and standard devi-

ation (SD) of MAE, RMSE and CC obtained from the ten-fold CV. The best performing

model is identified by the lowest mean and SD in both MAE and RMSE, along with the

highest mean and lowest SD in CC. The model is then benchmarked against the outcomes

of previous similar studies. Similarly, we compare the mean and SD of these metrics

between the multimodal and single model approaches to determine the best model. The

performance of these models is visually illustrated using scatter plots of actual versus

predicted UPDRS scores.

3.7 Hyperparameter Optimization Using GA

Hyperparameters define the complexity of the Perceiver architecture and its learning

behavior [16]. Hyperparameters are difficult to optimize while improving model per-

formance and reducing complexity of the architecture. This work attempts to opti-

mize hyperparameters like the network depth, the number of cross-attention and self-

attention blocks to minimize the prediction error of the framework. The manual tuning

of these hyperparameters is time-consuming, so after an initial effort, we use GA for

hyperparameter optimization. The main mechanism behind GA is given below [16]:

• First, initialize the population’s equivalent of chromosomes and genes, randomly.

These parameters represent the search space, hyperparameter and hyperparameter

values, respectively.

• A fitness value of each member of the current generation is evaluated using a fitness

function. The objective of the fitness function is to minimize the prediction error

from the optimized hyperparameter settings. We use MAE as the fitness value for

regression tasks and accuracy as the fitness value for classification tasks.

• The termination criterion for the regression task is set at a MAE of 2.5, while for the

classification task it is set at an accuracy of 100%. These values are set high to achieve

better performance by exploring more generations and combinations. If there is no

change in the accuracy or the MAE score for two consecutive generations, then the

evolution process will stop. Otherwise, if the termination criterion is not met, then

proceed with the following steps:

– Select parents from the mating pool.

– Perform crossover and mutation operations on the chromosomes to produce the

next generation population.

– Evaluate the fitness of each child in the new generation.
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To implement this algorithm, we use the TorchGA open-source library, which has

implemented GA using PyTorch library [41]. The hyperparameters of this algorithm

are presented in Table 2. In this study, we use the population size of 10 and repeat the

algorithm until 10 generations have passed if the termination condition is not met. We

configure three hyperparameters such as net depth, the number of cross-attention and

self-attention layers and represent them as chromosomes. Their corresponding values, as

shown in Table 2, are specified as genes. Parents are randomly selected from the mating

pool, and a crossover operation is performed after the selection. We do not include

mutation operations in this task.

We use ten-fold CV to evaluate PD diagnosis and symptoms severity estimation

performance, applying both single and multimodal model with the same structured gait

data and extracted features. The class balance is also maintained during the training.

The optimal hyperparameters are identified through GA optimization using the fitness

function from the first CV. The resultant hyperparameters from the first CV are then

used in the remaining CVs.

Table 2. GA hyperparameters

Hyperparameters Values

Population Size 10

Generation 10

Chromosomes (Genes) Net depth (4,8),

Cross-attention (1,2,4),

Latent attention (2,4,8)

Parent Selection Type Random

Crossover Type Uniform

4 Results

4.1 Empirical Results

Table 3 presents ten-fold CV results of models with manually selected hyperparameters.

The model that incorporated both Features and Timeseries as input modalities together is

referred to as the Multimodal Data model. This model outperformed the other two models

where Timeseries or Features were used as separate input modalities. From Table 3, it

is observed that the Multimodal Data model achieved the highest performance among

all models with an MAE of 2.23 ± 1.31, RMSE of 5.75 ± 4.16 and CC of 0.93 ± 0.08,

indicating that it enhances prediction with a certain degree of variability. The model that

utilized the Features modality demonstrated slightly lower performance with an MAE of

2.72 ± 1.57, RMSE of 6.79 ± 4.42 and CC of 0.91 ± 0.09. The model used the Timeseries

modality has the highest errors, as indicated by an MAE of 3.18 ± 1.60, RMSE of 7.56

± 3.89 and CC of 0.90 ± 0.08. The MAE scores of each model demonstrate relatively
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low means and small SD. The RMSE scores of each model exhibits high means and

larger SD, particularly due to the mispredictions of higher UPDRS scores.

Table 3. Performance comparison of different input modalities with manually selected hyperpa-

rameters (Network Depth: 4, Cross-Attention Layer: 6, Latent-Attention Layer: 6)

Input Modality MAE

Mean ± SD

RMSE

Mean ± SD

CC

Mean ± SD

Features 2.72 ± 1.57 6.79 ± 4.42 0.91 ± 0.09

Timeseries 3.18 ± 1.60 7.56 ± 3.89 0.90 ± 0.08

Multimodal Data 2.23 ± 1.31 5.75 ± 4.16 0.93 ± 0.08

Figure 3 indicates the relationship between predicted and actual UPDRS scores for

three models with manually selected hyperparameters. The blue reference line in the plot

represents the ideal scenario where predicted scores would perfectly align with actual

scores. Figure 3 illustrates that the Multimodal Data model performed better than other

models, as most samples were comparatively closer to the reference line than others.

Fig. 3. Scatter plot showing the predicted against the actual UPDRS scores from Multimodal Data

(black cross), Timeseries (green down-pointing triangle) and Features (yellow circles). Scores

closely align with the y = x reference line (blue) indicate a strong correlation between predicted

and actual UPDRS scores.

Table 4 presents the performance of three models with GA selected hyperparameters.

It selects identical hyperparameters for the Timeseries and Multimodal Data modalities

but selected a larger network for the Feature modality. Despite having a larger network

depth, the Feature modality performed better than Timeseries modality. All models with

GA selected hyperparameters showed poor performance. This suggests that suboptimal

hyperparameters selected in the first CV could reduce GA optimization performance.

However, the Multimodal Data outperformed the other two models in MAE, RMSE and

CC.
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Table 4. Performance comparison of different input modalities for the selected hyperparameters

(D: Depth, C: Cross-attention layer and L: Latent-attention layer) using GA.

Input Modality Hyperparameter

(D, C, L)

MAE

Mean ± SD

RMSE

Mean ± SD

CC

Mean ± SD

Features 8,1,2 3.64 ± 3.26 6.92 ± 5.54 0.92 ± 0.08

Timeseries 4,1,8 4.04 ± 1.82 7.79 ± 2.98 0.91 ± 0.07

Multimodal Data 4,1,8 2.58 ± 1.39 6.12 ± 3.46 0.93 ± 0.06

To compare the performance of models using these modalities with and without GA

selected hyperparameters, we used scatter plot in Fig. 4. The plot visually compares the

alignment between the predicted and actual UPDRS scores for each modality. In Fig. 4a,

the model using the Features modality showed a decrease in performance when predicting

UPDRS scores for healthy control subjects. Similarly in Fig. 4b, the model with the

Timeseries modality showed a decline in performance for predicting UPDRS scores for

both healthy control subjects and PD patients. The variation slightly improved when

predicting using GA selected hyperparameters. However, the Multimodal Data model,

as demonstrated in Fig. 4c, accurately predicted UPDRS scores for healthy control

subjects in both cases. Similarly, the prediction UPDRS scores were relatively close to

the reference line for PD patients in both scenarios.

In Table 5, we compared the performance of the Multimodal Data model with pre-

vious studies that predicted UPDRS scores from GRF signals. The Multimodal Data

model, using manually selected hyperparameters, showed better performance in terms

of MAE and CC compared to referenced studies. RMSE performance of the Multimodal

Data model was slightly higher compared to one of the previous studies.

Table 6 demonstrates the classification evaluation metrics for three modalities with

and without GA optimization. As can be seen from Table 6, the Multimodal Data model

demonstrated the highest performance, with an accuracy of 97.3%, AUC of 0.98, sen-

sitivity of 96%, and specificity of 100%. However, the performance slightly decreased

with GA optimized hyperparameters. The models using the Features input modality

also showed a relatively good performance, both with and without GA optimization,

while the models that used Timeseries input modality had slightly lower performance

in comparison. Overall, integrating multiple data modalities improved the predictive

performance for PD diagnosis.
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Fig. 4. Scatter plots comparing predicted and actual UPDRS scores for (a) Features Modality, (b)

Timeseries Modality, and (c) Multimodal Data Modality with and without GA Optimization.

Table 5. Comparison with previous studies on PD severity estimation.

Authors MAE RMSE CC

Aşuroğlu et al. [24] 3.01 4.56 0.90

Aşuroğlu et al. [25] 4.46 7.38 0.90

Present Method (Multimodal) 2.23 ± 1.31 5.75 ± 4.16 0.93 ± 0.08

5 Discussion

Currently used gait analysis methods are mostly limited to complex laboratories, but the

advancement of wearable technologies demand increased support for remote monitoring.

Regular assessment of PD symptoms severity can support and benefit all stakeholders,

from patients to healthcare professionals, for better treatment management. Early diag-

nosis and monitoring may benefit individuals who are either developing motor symptoms

or transitioning from non-motor to motor symptoms. This approach can also assist indi-

viduals who have manifested motor symptoms but have not received clinical diagnosis

and clinical supervision.
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Table 6. Performance Evaluation of PD Classifier for Different Input Modalities with and without

GA Optimization.

Input

Modality

Optimization Hyperparameter

(D, C, L)

AUC Sensitivity

(%)

Specificity

(%)

Accuracy

(%)

Features Without GA 4,6,6 0.968 93.6 100 95.7

With GA 4,1,2 0.972 94.4 100 96.3

Timeseries Without GA 4,6,6 0.956 92.8 98.4 94.7

With GA 4,1,8 0.949 94.4 95.3 94.7

Multimodal

Data

Without GA 4,6,6 0.980 96.0 100 97.3

With GA 4,1,8 0.956 92.8 98.4 94.7

The proposed framework successfully predicted UPDRS scores using the multimodal

data, outperforming single model approaches in terms of MAE, RMSE and CC. Addi-

tionally, it outperformed previous studies in terms of MAE and CC. This multimodal

approach might offer promising solution for combining different sensor modalities that

capture the characteristics of motor and non-motor symptoms characteristics influenced

by daily activities and treatment interventions. This approach would benefit from mutual

support or co-learning from these modalities. However, multimodal machine learning is

still a developing field, particularly in the biomedical sector. Special considerations are

required for challenges like data linkage between modalities and dealing with noise and

missing data. Training a Perceiver model on multimodal data requires extensive com-

putational power due to large size of the data. Complexity and training time increase

with larger batch sizes and large number of parameters of the Perceiver architecture.

To effectively process multimodal data and reduce training time, a small batch size,

optimized hyperparameters tailored to the data, and an advanced GPU are required.

The proposed framework predicted UPDRS scores using the gait timeseries signal,

with promising results in terms of MAE, RMSE and CC. This approach could minimize

the preprocessing steps required for automatic prediction in free living conditions. In this

dataset, we observed higher gait variability in PD patients compared to healthy controls,

particularly during dual task activities. Analyzing gait variability directly from the time-

series signal is challenging, as gait characteristics of PD patients and healthy subjects

are influenced by several factors. Nonetheless, this framework effectively captures these

variabilities to estimate PD symptoms severity.

In this study, we only used GA to optimize the hyperparameters of the first cross-

fold due to computational limitations because training the Perceiver model is time-

consuming task. These selected hyperparameters may not be sufficient for subsequent

folds. In addition, although GA automates the hyperparameter tuning, this approach

has limitations. This algorithm introduces additional hyperparameter configuration like

population size, generation number, crossover, and mutation rate. In addition, the time

complexity of this algorithm is considerably high [16].

In this study, we used a CV strategy but did not reserve any data for testing because

of the relatively small sample size. As a result, performance of the model might be biased
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towards this dataset. During training, class balancing was maintained until all samples

from the minority class were used to ensure balanced learning. Without this approach,

the model might have biased or overfitted towards the majority class.

This dataset has a limited population, particularly PD patients with high UPDRS

scores. Patients with high severity typically exhibit motor disabilities even during normal

walking. They are often excluded from experiments because of the risk of falling during

dual-task activities. This exclusion can result in a misrepresentation of the actual PD

population, leading to a high bias in the dataset. A complex model such as Perceiver, with

its numerous parameters, could potentially reduce this bias and variation with extensive

training at the risk of overfitting.

For future direction of this study, we aim to use a large and diverse dataset that would

capture free-living gait characteristics from smart shoe and smartwatch, combined with

non-motor symptoms collected via smartphone, could enable continuous assessment of

PD symptoms.

6 Conclusion

Frequent assessment of PD symptoms may open new opportunities for personalized

remote monitoring and effective treatment intervention in free-living environments.

Free-living conditions introduce uncertain variables like different activity levels and

environmental factors can complicate gait patterns. These complexities, combined with

non-motor symptoms and medication effects, make it significantly challenging and

impossible for any single sensor. A comprehensive monitoring system, combining gait

sensors for motor symptoms and smartphone data for non-motor symptoms can capture

the whole spectrum. However, analyzing multimodal data from these diverse sources in

free-living conditions is a challenging task due to several factors such as data source inte-

gration and potential biases. The Perceiver architecture has shown promising results in

combining data from different modalities effectively. Our study demonstrates the combi-

nation GRF based gait timeseries signal with extracted features predicted UPDRS scores

accurately. This attention-based architecture outperforms previous studies for predict-

ing PD symptoms severities. This architecture has potential to be used as multimodal

machine learning framework for decision support solution in personalized treatment

management, remote care, and digital twin-based applications.
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Abstract. Patient pathway has become a key concept in the organization of health-

care. However, the materialization and operationalization of pathways often focus

on work processes of health personnel, clinical decision-making, and deadlines,

contradicting the strong patient-oriented perspective that is inherent in their defi-

nition. In this paper, we introduce a patient-centered perspective of kidney cancer

pathways, reporting on a dual-perspective strategy to map and model patient path-

ways. Utilizing a multi-method approach, we map and model pathways from the

perspectives of both healthcare personnel and patients and investigate the feasi-

bility of the Customer Journey Modeling Language (CJML) for modeling patient

pathways. To prevent confusion, the planned pathway as seen from the hospital

perspective and the actual pathway experienced by the patient are referred to as

‘pathway’ and ‘journey’, respectively. In the paper, we describe methods to engage

with healthcare professionals and patients to collect the necessary information to

create precise models, and we show how precise modeling of patient pathways

requires the integration of several information sources. Moreover, the study under-

lines the value of examining pathways from a dual perspective, as the two perspec-

tives corroborate and supplement each other, illustrating the complexity of patient

journeys. Finally, the findings provide insights into the feasibility of CJML, firstly

underlining that the usefulness of visual models is context-dependent, and sec-

ondly, suggesting that the methods and subsequent visualizations may be useful

as organizational, instructional, and communicative tools.

Keywords: Patient Pathway · Patient Journey · Customer Journey Modeling

Language (CJML) · Feasibility Study

1 Introduction

Patient pathway has become a key concept in the organization of healthcare, intended to

address issues pertaining to coherency, seamlessness, and accountability in a system with

increasing complexity [1, 2]. Understanding and representing patient pathways is essen-

tial in healthcare, as it helps identify potential bottlenecks and informs targeted inter-

ventions to improve patient care [3]. Moreover, while patient pathways are mainly used
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within hospitals, their use can also strengthen coordination between healthcare actors. A

related concept is the patient journey, which takes the perspective of the patient through-

out the pathway. Patient journey mapping is increasingly being adopted in healthcare

settings to provide insights into the patient experience and to support communication

with patients [4].

For simplicity, in the following, we use the term ‘patient pathway’ to describe path-

ways as designed by the healthcare system and the term ‘patient journey’ to describe

actual, individual patient encounters throughout an illness period. We, however, main-

tain a patient-centered perspective for both. While many definitions of patient pathways

suggest some level of patient-centered perspective [5], pathways tend to focus on clin-

ical guidelines and other work processes behind the line of visibility of the patient [6].

As patient pathways involve numerous stakeholders and intricate decision-making pro-

cesses, selecting a modeling approach that effectively captures both patient-provider

interactions and the coordination of healthcare services is crucial to ensure the delivery

of patient-centered care.

The complexity of healthcare processes, along with the need for effective com-

munication and production planning, has led to a growing interest in using modeling

languages to represent patient pathways. Several modeling languages have been used,

including Unified Modeling Language [7], Business Process Modeling Language [8],

extensions of such languages [9], Customer Journey Modeling Language [10], and a

multitude of less formal patient journey maps [4], each with their strengths and weak-

nesses. The use of modeling languages for documenting patient pathways can reduce

variability, help facilitate interdisciplinary collaboration, streamline decision-making

processes, and ultimately improve patient outcomes [2, 5].

In this study we focus on the feasibility of the Customer Journey Modeling Lan-

guage (CJML) for modeling of patient pathways, as planned by the healthcare system,

and patient journeys, as experienced by individual patients. Offering a vocabulary, a

metamodel, and purpose-specific diagrams, CJML is equipped with journey-specific

constructs including touchpoints, actors, channels, phases, and user experiences [11].

CJML’s patient-centric approach makes it particularly relevant for modeling patient

pathways in healthcare. However, CJML may need adaptation to address the complexity

and specific nuances of healthcare processes, as well as the interactions between health-

care institutions and personnel. Hence, there is a need for more in-depth research on

CJML in healthcare contexts, including how it may be adapted and improved to suit the

specificities of healthcare contexts.

Using kidney cancer as a case study, we explore how patient pathways and journeys

can be identified from a dual perspective (both healthcare personnel and patients). We

investigate how CJML can be utilized to visualize and compare these pathways and

journeys. Additionally, we examine its application in healthcare settings, providing in-

depth insights into the pathways and journeys from both perspectives, thereby enabling

comparison. In specific, we address the following research questions:

1) How may we identify and make precise models of patient pathways and patient

journeys using CJML?

2) What insights do we gain by a dual perspective exploring patient pathways and patient

journeys?
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3) How feasible are the CJML models in a healthcare setting?

To address these research questions, we present a case study of kidney cancer care

conducted by health service researchers and medical doctors at a major university hos-

pital in Norway. Kidney cancer typically develops slowly and is often detected inci-

dentally during investigations for other conditions [12]. The involved hospital treats

approximately 100 kidney cancer patients annually. The vast majority of these patients

undergo either partial or radical nephrectomy. This study aims to contribute to the ongo-

ing discourse on the application of modeling languages in healthcare and emphasize the

importance of patient-centered approaches in representing and understanding patient

pathways.

2 Methods

The study adopted a multi-method approach dominated by qualitative research method-

ology. The first phase of the work was conducted in two parallel streams: 1. Detailed

insights into patient pathways (healthcare’s perspective) and 2. A longitudinal study of

patient journeys (patient’s perspective), see Fig. 1. Based on this, we modelled the kid-

ney cancer pathway and patient journey using CJML. In the second phase the feasibility

of CJML in healthcare settings was evaluated.

Fig. 1. Principal sketch of the study.

2.1 Recruitment

Healthcare personnel were recruited by one of the authors, while patients were recruited

through medical doctor(s) involved in their treatment. A doctor in charge of kidney can-

cer treatment presented the study to selected patients, inquiring about their interest in

participating and obtaining their consent to provide their name and contact information

to the research team. If patients consented, the doctor called the research team and pro-

vided name and contact information to patients. A researcher then contacted the patient

regarding participation in the study. After patients had formally given their informed con-

sent, they were invited to a start interview. Patients were recruited purposefully shortly

after they had been diagnosed with kidney cancer, and prior to surgery. Digital literacy

was a requirement for participation.



54 A. G. Larsen et al.

The study meets the requirements of data protection legislation and research ethics

and was approved by regional and institutional ethics committees. Participation in the

study was voluntary and based on informed consent. To guarantee anonymity, we have

used fictitious patient names and altered certain details of the patient journey.

2.2 Mapping and Modeling of Patient Pathways with Healthcare Personnel

The mapping of the patient pathway was conducted through a combination of the fol-

lowing activities: information search, observation, and workshops involving relevant

healthcare personnel. Firstly, we carried out a desktop study reviewing all available

material on national care pathways for kidney cancer. Second, we had several meetings

with healthcare personnel at the Department of Urology, Oslo University Hospital. First,

we had two virtual meetings with two doctors in the department, where we described the

project. After these two meetings we were invited to observe a multi-disciplinary team

meeting (MDT) where 10–15 doctors discuss the patients and decide on treatment. Then

we arranged two workshops with two urologists to pinpoint the detailed kidney cancer

pathway and had two shorter meetings with medical secretaries at the Department of

Urology.

The goal of the workshops with the urologists was to get a detailed descrip-

tion of the patient pathway for kidney cancer, from diagnosis to treatment, from a

hospital/department-level perspective. In the first workshop, we asked the urologists

to describe the process from diagnosis to treatment. The workshop was taped and later

transcribed, and we also took notes during the workshop. Based on these insights, we

created an initial sketch of the kidney cancer pathways, highlighting areas that were

unclear or required further investigation. This initial sketch served as the foundation for

a second workshop with the urologists, aimed at verifying and specifying the descrip-

tion of the kidney cancer patient pathway. Again, we taped the discussion in addition to

taking notes. Following this, we revised the pathway description, and subsequently sent

it to the two urologists for feedback. In the next step, we used these data and pathway

descriptions to model the kidney cancer patient pathway, using CJML. Hence, the anal-

ysis has been carried out as a continuous and iterative process, where we have collected

data and, based on this, sketched out initial overviews of the pathway, before we have

shown these initial overviews to practitioners, collected more data and revised the sketch

of the planned pathway.

2.3 Mapping and Modeling of Patient Journeys

Patients were recruited for a longitudinal study that included an initial interview, a diary

designed to map the patient journey in detail, and a debrief interview (cf. [13]).

Start Interview: The primary aim of the start interview was to get detailed information

of the participant’s patient journeys up to that point, including all contacts with healthcare

services. The interviews were recorded and later transcribed, and all touchpoints were

logged in a spreadsheet.

Diary: The primary goal of the diary was to collect the patient’s touchpoints in

real-time as they occurred. There are several advantages of using diaries: they enable

continuous updates and facilitate longitudinal studies without too much intrusion in



Dual-Perspective Modeling of Patient Pathways 55

patients’ daily lives, they reduce the time between an occurrence and the account given

of it, and they capture a level of detail that is difficult to achieve through interviews

alone (cf. [14, 15]). Patients were presented to the diary and instructed in how to fil

it in at the end of the start interview. They were asked to make an entry in the diary

every time i) they had contact with healthcare services, not only consultations but also

confirmations and reminders of appointments, and ii) they undertook an activity relevant

to their illness, such as for example information retrieval. Moreover, for each diary entry

they were requested to fill in date and time, who they had been in contact with and the

communication channel used (e.g. SMS or face-to-face), provide a detailed account of

the event and their experience of it, and rate their overall experience of each entry on a

scale from 1–5. In practice, the diary was a Word document that included instructions

and a table with four columns—date/time, actor/channel, description of touchpoint, and

rating—and unlimited rows, where each row represented one touchpoint. To secure as

detailed diaries as possible, patients received reminders to fill in their diary approximately

every two weeks and were asked to regularly email us their diary with new entries. The

responsible researcher continuously logged these diary entries into a spreadsheet and

noted any questions, such as on missing information that needed clarification during the

debrief interview. Thus, the analysis started during data collection. After patients had

logged their activities in the diary for 2–4 months, we scheduled a debrief interview.

Debrief Interview: The primary goal of the debrief interview was to review the

diary entries to ensure that all relevant information was included. During the debrief

interview, the interviewer went through the touchpoints collected in the start interview

and the diary and requested additional information where necessary. After finalizing and

transcribing the debrief interview, the spreadsheet with touchpoints was updated. This

updated spreadsheet was subsequently used as the starting point for modeling the patient

journey.

Four kidney cancer patients were part of the study. However, in modeling the patient

journey further below, we focus on the patient journey of one patient, from initial symp-

toms through surgery to scheduling of semi-annual checks, covering a period of five

months. The patient was recruited to the study about two months after the initial symp-

toms and participated in the study for app. three months. Hence, the first phase of the

patient journey, from initial symptoms until surgery, is documented in retrospect, through

interviews and retrospective diary entries.

2.4 Feasibility Evaluation

In exploring the application of CJML to model patient pathways and their utility in

healthcare settings, we interviewed four urologists (P1-P4), a cancer coordinator (P5),

and a patient coordinator at the hospital admissions office (P6). We asked them to reflect

on and evaluate the feasibility of our diagrams of the patient pathway (Fig. 2) and

patient journey (Fig. 3). Participants had the opportunity to review the diagrams both

before and during the interview. They were asked about their initial impressions of the

diagrams, the extent to which they found the diagrams useful and comprehensible, and

to reflect on how such visualizations may be used. Moreover, participants were asked

whether important information was missing in the visualization of the kidney cancer

patient pathway. Finally, at the end of the interview participants were asked to rate the
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ease-of-use and the usefulness of the diagrams on a scale from 1 to 5, with the numbers

signifying the following: 1 to a very small extent, 2 to a small extent, 3 neither/nor, 4 to

a large extent, 5 to a very large extent.

The interviews were carried out on Microsoft Teams in September and October

2023, recorded, and automatically transcribed. The interviewer also took notes during the

interviews. Immediately following each interview, key information, including quotations

from the audio file, was entered into a spreadsheet. The spreadsheet included responses

to all interview questions. This provided an overview and facilitated comparison between

participants. Based on this, we began drafting initial findings, which were later discussed

and refined by the authors through an iterative process, that included revisiting audio

recordings, and re-examining the spreadsheet and transcripts.

3 Results

In this section, the results of our study are presented. First, the kidney cancer patient

pathway, as seen from the hospital perspective, is described and visualized. Then, an

actual patient journey, as seen from the patient perspective, is presented, before the two

perspectives are compared. Finally, findings from the feasibility interviews are presented,

exploring the use of CJML-based visualizations in healthcare settings.

3.1 Modeling of the Kidney Cancer Pathway (Healthcare Perspective)

Kidney cancer pathways vary between individuals and involve a large number of actors

and touchpoints. In modeling the patient pathway, we have therefore made the following

assumptions: We model the patient pathway of patients that seek medical care due to

hematuria and exclude patients that are diagnosed amid investigations for other condi-

tions. Moreover, we focus on the pathway for patients that undergo surgical treatment

without post-surgery complications. All contacts and communication the patient has

with the hospital is documented in the Electronic Health Record (EHR). To increase

the readability of the diagram, we however only include EHR at selected points. Also,

reminders of appointments are excluded. A model of the kidney cancer pathway using

CJML is presented in Fig. 2.

Kidney Cancer Pathways. Standardized cancer patient pathways (CPPs) have been

introduced in some countries with a guaranteed timeframe for timely diagnosis and

treatment. From the hospital perspective, the planned pathway typically begins when they

receive a referral from a general practitioner, although sometimes the patient is referred

from another hospital. The patient has usually undergone a CT scan that revealed a renal

tumor. A urologist at the Department of Urology then assesses the referral, and formally

confirms the start of the kidney cancer patient pathway. Cancer pathway coordinators

are responsible for arranging the appointments and acting as the patient’s contact person.

The patient is contacted via electronic mail (through the patient health portal), letter, or

telephone.

A weekly multi-disciplinary team meeting (MDT) is held among healthcare profes-

sionals to discuss patient cases, aiming to provide the most comprehensive care possible,

at the right place and time for each patient. A MDT Coordinator ensures that all patients
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with a new cancer diagnosis are discussed, and their scans and biopsies are reviewed by

the team. Leveraging the combined expertise of each team member and considering the

specific needs of each patient, the MDT recommends a treatment plan. This plan is doc-

umented and discussed with the patient via a telephone call or a follow-up appointment.

The outcomes of the MDT meeting can include surgery, biopsy, and active monitoring.

In the following, we will focus on the planned pathway for patients undergoing surgical

treatment.

Approximately one week prior to the scheduled surgery, the patient attends a pre-

surgical assessment appointment with a surgical intern who evaluates the patient’s health.

The intern conducts a focused physical exam to ensure there are no medical risks that

could predispose the patient to a medical emergency during the planned procedure.

During the pre-surgical assessment, the patient also meets with a nurse. Finally, an anes-

thesiologist conducts a health assessment before surgery to gather information about any

medical conditions the patient may have, their medications, and any previous experience

with anesthesia.

The patient is admitted to the hospital either on the day of surgery or the day before.

Upon arrival, they are greeted by a nurse who explains the processes and provides the

patient with an identity bracelet to wear throughout their hospital stay. Additionally,

the patient will meet the operating surgeon. After the surgery is completed, the patient

is transferred to the recovery unit where they are closely monitored by a perioperative

nurse. The patient meets with the surgeon to be informed of the outcome of the operation.

Subsequently, the patient is moved to an inpatient room for postoperative care.

Patients are usually dismissed from the hospital 2–7 days after surgery. Upon dis-

charge, they receive post-procedure instructions. Approximately 4 weeks after surgery,

patients attend a scheduled appointment at the post-treatment clinic, where they are

informed about the surgical pathology report and plans for further follow-up.

3.2 Modeling the Kidney Cancer Patient Journey (The Patient Perspective)

Here, we describe and model one of the actual patient journeys that was captured in the

longitudinal study. This patient was diagnosed with kidney cancer following acute illness

while travelling, which was unrelated to the cancer. In total, the patient journey included

more than sixty touchpoints, necessitating several simplifications. Firstly, the diagram

begins with the patient’s initial contact with the hospital responsible for assessing and

treating the cancer, thus omitting the early part of the patient journey as described

below. Additionally, the following touchpoints have been omitted for simplicity: For

each new hospital appointment, the patient was notified via SMS and through the patient

health portal. Furthermore, 1 to 2 days before an appointment, the patient received SMS

reminders. The resulting model of the patient journey is shown in Fig. 3.

Actual Kidney Cancer Patient Journey. Holger is in his fifties, works full-time, and

lives a busy life. His patient journey began when he experienced severe abdominal pain

while travelling. He visited a local emergency care unit and was subsequently referred to

the nearest hospital, where he was diagnosed with an incarcerated hernia and underwent

surgery. Simultaneously, a CT scan revealed a tumor in his kidney. Consequently, the
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Fig. 2. Patient pathway—kidney cancer.

hospital referred the patient to his hometown hospital for follow-up and further eval-

uation. Approximately three weeks later, he was notified of a follow-up appointment

at the Department of Urology at his hometown hospital. However, one day before the

scheduled appointment, Holger received a phone call from the hospital stating that they

had not yet received the CT images, necessitating a postponement of the appointment.

After some back and forth, three days later, Holger received another phone call from the

hospital, this time to schedule him for new CT images the following day. Consequently,

Holger visited the hospital the next day for the CT scans and blood tests. Three days after

this visit, a doctor from the hospital called him to discuss the need for a renal biopsy.

Two days later, he returned to the hospital to undergo the biopsy.

Shortly after the biopsy, Holger was notified about a scheduled phone appointment

with a urologist for the following day. However, the urologist called later than scheduled,

and since Holger was unavailable, they postponed the call until to next day. During

the rescheduled call, the urologist informed Holger that the tumor was malignant and

recommended its removal through endoscopic surgery. Due to work obligations, Holger

requested that the surgery be scheduled no sooner than four weeks later, which the

urologist agreed to. A few days after the phone consultation, Holger received notifications

about preoperative assessment and surgery appointments. Three weeks later, he attended
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the preoperative assessment, where he met with a nurse and an anesthesiologist and had

the necessary blood tests done.

A week and a half after the preoperative assessment, Holger was admitted to the

hospital by a nurse and then had a consultation with the operating surgeon, who briefed

him on the procedure. Shortly thereafter, he was escorted to the operating theatre by a

nurse, administered anesthesia, and underwent the surgery. Hours later, he awoke and

was moved to the ward, where he received continuous follow-up care from nurses. The

day following the surgery, Holger had a consultation with a doctor (previously unknown

to him). Throughout the day, he was under continuous care by nurses, including pain

relief. The next day, Holger had a follow-up meeting with the operating surgeon, who

briefed him on the surgery’s outcome, further follow-up plans, and his dismissal from the

hospital. Later that day, Holger was dismissed from the hospital and did not experience

any further complications.

The day after he was dismissed, Holger was notified about a follow-up appointment

at the hospital scheduled for one month later. Approximately ten days post-surgery he

received an unexpected phone call from the operating surgeon, who informed him that

he was now considered cancer-free. This was confirmed during the scheduled hospital

appointment a few weeks later, after which Holger was put on a schedule for half-yearly

CT-scans as a routine post-surgery check-up.

In total, Holger logged n = 38 touchpoints in the diary. For a majority of the touch-

points (n = 27), he rated his experience as ‘very satisfied’. In an additional seven cases,

he rated ‘satisfied’ or ‘neutral’, all of which related to the issue of transferring CT images

between hospitals.

3.3 The Dual Perspective

The data and analysis presented above show that the two approaches corroborate and

supplement each other. As illustrated above and summarized in Table 1 below, the patient

pathway and the patient journey overlap in important respects, hence substantiating each

other. For example, the actual patient journey includes the key steps presented in the

visualization of the patient pathway (Fig. 2), such as being informed about diagnosis and

recommended further treatment, receiving dates for pre-surgical admission and surgery,

meeting for pre-surgical admission, being informed about the outcome of the surgery

and meeting at outpatient clinic for results of the pathology report. Simultaneously, the

planned pathway and the actual journey also differ. For example, in the actual patient

journey, kidney cancer is found by coincidence and the patient is referred from a specialist

rather from a GP, illustrating the diversity in patient journeys. Moreover, the patient

journey includes touchpoints that are not presented in the patient pathway, such as CT

images being re-taken, biopsy appointment, and the patient receiving an unscheduled

phone call by the surgeon post-surgery, illustrating the complexity in actual patient

journeys. This complexity is illustrated by Fig. 3 and further underlined when considering

that the figure is a simplified version of the patient journey.
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Fig. 3. Patient journey of a kidney cancer patient.
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Table 1. Comparison of patient pathway and actual patient journey

Touchpoints that overlap Additional touchpoints in

patient journey

Additional touchpoints in

patient pathway

- Notification of appointment

with urologist

- Phone appointment with

urologist

- Notification of appointment to

pre-surgical admission and

surgery

- Pre-surgical admission

- Surgery admission

- Surgery

- Information about outcome of

surgery

- Dismissal instructions

- Meeting for result of

pathology report

- CT images re-taken

- Biopsy appointment

- Receives scheduled phone

call late, rescheduled

- Hospitalization includes

several touchpoints

- Unscheduled phone call

- Touchpoints including

healthcare professionals

beyond hospital dept

- Referral

- Start of CPP

- MDT meeting

- Documentation and

surgery planning

3.4 Feasibility Evaluation

We asked four urologists (P1–P4) and two coordinators (P5–P6) to assess the feasibility

of the visualizations of the patient pathway (Fig. 2) and patient journey (Fig. 3). The find-

ings show that the participants generally do not use diagrams or other visualizations of

patient pathways as part of their work, although some have prior experience with similar

ways of representing pathways. Hence, the findings indicate that visual representations

of patient pathways are currently not much used in hospital settings.

Despite having little previous experience with visualizations of pathways, partici-

pants generally found the diagrams to be intuitive and easy to understand. Being asked

to rate the ease-of-use of the diagrams on a scale from 1 to 5, the majority gave the rating

4 (two participants) and 5 (three participants), while one participant gave the rating 2

noting that he found the diagrams to contain too many boxes and too much information,

making them complicated to read.

In terms of usefulness, participants did not consider the visual representations to be

useful in their day-to-day work, noting that as experienced doctors and coordinators they

are already familiar with the key points in the kidney cancer patient pathways, and in

their daily professional lives they focus on the steps that they themselves oversee, such as

surgery. A coordinator for example said that “To me there is nothing new in this diagram.

[…] The diagram gives a good overview, but I cannot see that it would be useful for me

in my work” (P5). However, the participants pointed to how such diagrams may indeed

be useful as organizational, instructional, managerial, and communicative tools. The

participants in particular noted potential usefulness related to the following: to map cur-

rent practices across roles and departments; to arrive at a common understanding across

roles; to identify bottlenecks and increase efficiency; to communicate efficiency poten-

tials to for example healthcare professionals, hospital managers, or health authorities;
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to standardize and secure equal treatment to patients, and in training for new employees

and in educational settings (see Table 2, below, for an overview). A urologist for example

noted that:

It may contribute to improve efficiency, coordination. You see that there are steps

that could be slimmed down […] We complain all the time that there are large

queues, but I also believe it is inefficient operations (P4).

Another urologist who occasionally had been part of a similar activity where every-

one involved in a specific treatment wrote down steps and responsibilities on sticky

notes, noted that:

I think it is very useful if the right people sit together and together figure out how

to do something about the pathway. [...] It is useful if all involved are meant to

see the same problems. That is also why we do [the sticky note activity], so that

everyone involved can agree on an idea, how something is to be done, and that all

perspectives are taken into consideration (P3).

Hence, the findings point to how usefulness would depend on the context, the purpose,

and the role and seniority of those using it. Granted this context dependency, participants

generally found it challenging to rate the usefulness of the visualizations. For example,

some gave the rating 1, relating usefulness to their day-to-day work, while others rated

4 or 5, relating usefulness to broader organizational, instructional, or communicative

issues. One of the urologists pointed this out in noting that usefulness would depend

both on the context and the motives for using it:

If, for example, I was to present something for The Ministry of Health to point

out that we should do so and so, this would be the way to do it. So, I would rate it

anywhere between 1 to 5 (P3).

This also relates to the level of detail in visualizations, where the participants noted

how the appropriate level of detail would depend on the purpose and the recipient. Some

for example noted that if the visualizations were intended to quickly communicate the

key steps in a kidney cancer patient pathway, for example to patients or other groups

with limited previous knowledge, the current visualizations may be too detailed and

complicated to read. Similarly, others noted that if visualizations were intended to com-

municate the complexity of patient journeys in educational settings, or to map out current

practices, a high level of detail might be beneficial.

Being asked about whether such diagrams could be useful to show patients, the par-

ticipants were generally skeptical, noting that individual patient journeys vary, diagrams

of the patient pathway may feel overwhelming, leave patients with more questions than

answers, and create confusion if the actual patient journey deviate from what is visualized

in the diagram. One of the urologists said that “No, I think it would confuse more than

being beneficial” (P4). Another one noted that: “I am not so sure about that, because

today patients are bombarded with information, they drown in information, and they are

not able to deal with all the information” (P1). Some of the participants, however said

that very simplified diagrams with key touchpoints might be useful for patients.



Dual-Perspective Modeling of Patient Pathways 63

Table 2. Areas of use for visualizations of patient pathways.

Organizational/managerial Instructional Communicative

- Map practices across roles,

departments

- Arrive at common

understanding

- Identify bottlenecks and

increase efficiency

- Standardize and secure equal

treatment to patients

- In training for new

employees

- In educational settings

- To communicate

efficiency potentials, e.g., to

hospital managers, health

authorities, healthcare

professionals

4 Discussion

In this study, we utilized CJML to model a kidney cancer patient pathway from observa-

tions, workshops, and interviews with healthcare personnel, as well as a detailed patient

journey of one patient from interviews and a longitudinal diary study. Moreover, we

collected feedback from urologists and coordinators on the feasibility of using CJML

modeled pathways in practical healthcare settings. Below, we discuss the key findings

related to our three research questions. First, we discuss the effectiveness of our meth-

ods for precisely identifying and modeling patient pathways and journeys. Second, we

discuss the insights provided by applying a dual perspective. Third, we discuss the

feasibility of CJML models in healthcare settings.

Mapping the Patient Perspective. The longitudinal study offered a detailed view of

the patient journey, capturing many of the touchpoints that patients experience. We find

that the diary method, where patients log each new touchpoint, is well-suited as a basis

for modeling patient journeys. However, the diaries alone are not sufficient to provide

a full picture of the patient journey, as patients tend to forget to log some touchpoints,

such as appointment notifications or phone calls with healthcare personnel. Therefore,

interviews are essential to supplement and clarify diary entries, gather patients’ assess-

ment of touchpoints, uncover missed entries, and hence, to provide a fuller picture of

the patient journey. For the patient journey detailed in this paper, about eighty percent of

the touchpoints were logged in the diary, with the remaining twenty percent identified

during interviews. This is consistent with previous findings, which suggest that infor-

mants typically report between 50–70% of touchpoints [16]. The diary method enriches

the toolkit for collecting patient journey data, complementing focus groups (i.e., [17,

18]), surveys [19, 20], document analysis [21], and interviews (i.e., [22, 23]), by facili-

tating more detailed patient journey maps. Of the data collection methods available, the

diary method ranks among the most detailed. However, the challenge with the method

is that it is resource intensive, and there is a risk that participants drop out during data

collection. Despite these challenges, our study reaffirms the method’s suitability for

accurately modeling patient journeys with CJML, thus providing healthcare personnel

with an overview of what a patient journey may look like from the patient perspective,

which they today largely seem to lack.
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Relatedly, the method provides insights into patients’ experiences with each touch-

point, which can be instrumental in identifying bottlenecks and improving healthcare

services overall. An example of the metrics and presentation of patient experience can

be found in [13]. By gaining knowledge on patient experiences throughout the patient

journey and in relation to specific touchpoints, we obtain a richer, more detailed, and

more dynamic understanding of patient experience as it evolves throughout a patient

journey, compared to the snapshot provided by measuring patient experience at a single

point during or after an illness period. Therefore, our method may be a valuable sup-

plement to patient-reported experience measures (PREMs) [24]. The specificity of the

measures entails that they capture particular challenges that patients face, making them

well-suited as basis for improving healthcare services. Moreover, by offering insights

into experiences over time, researchers can more accurately capture how the overall

patient experience is shaped, and which factors that are most important to patients.

Mapping the Patient Pathway. Our study highlights the necessity of a iterative pro-

cess to accurately map the patient pathway. This includes recurring workshops with

healthcare personnel for data gathering and drafting initial pathway sketches, followed

by meetings to review initial visualizations, where healthcare personnel provide feed-

back on the pathway’s accuracy and completeness. Patient pathways are complex, and

carrying out data collection in steps ensures that the data and subsequent visualiza-

tions are as comprehensive and accurate as possible. This approach aligns with current

literature on the development of pathways [20].

The Dual Perspective. Our findings show that the dual perspectives corroborate

and supplement each other. On one hand, the patient pathway and journey overlap in

important respects, hence the two perspectives substantiate each other. On the other, their

differences highlight the diversity and complexity of patient pathways, illustrating the

importance of visualizations to provide an overview. The dual perspective yields insights

unattainable through studying the pathway or journey in isolation. Studying patient

journeys reveals a detailed picture of all the touchpoints that a patient indeed encounters.

Moreover, we get insights into touchpoints across and beyond healthcare institutions

and personnel throughout an illness period, and insights on patients’ experiences with

healthcare personnel, communication, and coordination. Conversely, studying patient

pathways from the healthcare side provides visibility into aspects that are hidden from

patients, such as electronic health records, internal procedures, meetings, organizational

issues, and decision-making.

Feasibility. Our findings underline how the usefulness of CJML visualizations

depends on the context. The results from interviews suggest that while healthcare per-

sonnel may not find such diagrams particularly useful in their everyday work, such

models may be useful as organizational, instructional, managerial, and communicative

tools, such as to map practices across roles, arrive at a common understanding, identify

efficiency potentials, and communicate these to stakeholders, as well as in training and

educational settings. Relatedly, the findings illustrate that the appropriate level of detail

in visualizing patient pathways depends on the purpose and the intended recipient. For

example, the appropriate level of detail is likely higher when representations are meant

to provide an overview and identify bottlenecks within or across departments than when
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visualizations, for example, are meant to communicate such bottlenecks and improve-

ment potentials to hospital managers or health authorities. Moreover, if used in training

or for educational purposes, very detailed visualizations may help healthcare personnel

or students understand the complexity of patient pathways. Less detailed visualizations

may be better suited if the goal is to provide an overview of the key steps in a planned

patient pathway at a specific department or hospital. Hence, representations of pathways

and journeys should have a clearly stated aim, with visualizations being adapted to the

aim and the recipient. However, to get an overview of and be able to make relevant

representations in different contexts, a detailed mapping of patient pathways would nev-

ertheless be a prerequisite. In other words, all touchpoints may be important, but their

importance in visual representations will depend on the context and purpose. This indi-

cate a need to further formalize the modeling language so that, for example, touchpoints

representing reminders may easily be omitted from visualizations.

Theoretical and Practical Contributions. Our results contribute to theory by high-

lighting the need for duality in healthcare systems modeling. Modern healthcare pro-

duction systems are often designed largely from the production perspective [25], and

although the importance of the patient perspective is often underlined, its role in the

design of the service production system is often still small. Our results highlight the

critical role of the patient in the design of healthcare systems, especially in long-term

care processes. Considering a person with kidney cancer lives with the disease 24/7,

how can we design a functional care system purely from the perspective of the actor

who meets the person for a few hours every year? Practically, we contribute a concrete

tool and example of how such a dual pathway model can be built and used to inform

decision-making in patient processes. CJML is an openly available modeling tool with

support resources available for healthcare professionals to make use of in their process

improvement efforts.

5 Conclusion

In this paper we have examined the identification and modeling of patient pathways

and journeys, the insights gained from applying a dual perspective, and the feasibil-

ity of CJML-based models in healthcare. The methodological approach, and the com-

bined exploration of the healthcare- and patient perspective highlight the complexity

of patient pathways and patient journeys, illustrating that visualizations can provide a

valuable overview of this complexity. Although healthcare professionals may not find

these visualizations crucial for daily tasks, our findings suggest that the methods and

subsequent visualizations may be useful as organizational, instructional, managerial,

and communicative tools.

The focus on one illness, a few patients, and a single hospital department allowed

for an in-depth analysis of patient pathways and journeys. This approach has allowed

us to explore how pathways and journeys can be precisely captured and modelled, how

they compare, and the feasibility of CJML models in healthcare settings. However,

the focus on a single illness from the perspective of a relatively limited number of

healthcare professionals and patients is also a limitation. The insights provided in this

paper should be explored further and tested in other contexts, with other illnesses, and
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on larger samples. We maintain that our findings related to identifying and modeling

patient pathways/journeys, and the feasibility of using these models in healthcare settings

have value beyond kidney cancer care. Nevertheless, kidney cancer patient pathways

may be relatively short and standardized compared to other illnesses, such as chronic

diseases or other types of cancer, indicating a need for further studies focusing on other

illnesses. In terms of feasibility, additional studies are needed to better understand the

specific contexts in which visualizations may be useful and the appropriate level of

detail for presenting patient pathways/journeys to different actors, such as patients,

hospital administration, nurses, doctors, or even students. Relatedly, since the findings

indicate a need for filtering touchpoints and providing visualizations at different levels

of abstraction, future studies should further explore how the formalism of CJML can be

extended to more effectively support the healthcare context.
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Abstract. Digital services in healthcare and social services have increased due to

national promotion and Covid19 pandemic. However, the regional differences may

exist. Successful implementation and sustainability of digital services requires that

attention is paid to addressing barriers and supporting facilitators at all levels in

health care provision.

The purpose of this study was to investigate the effects of employee status,

form of organization and organizational size on the views related to current state

and the role of digital services, development barriers, development plans and the

support needed for development in welfare, social and health service organizations

operating in the South Ostrobothnia region. The study was carried out in the era

of exceptional circumstances created by the Covid19 pandemic in the summer of

2021. The study was a quantitative cross-sectional study using an electronic survey.

Respondents (n = 121) were managers, entrepreneurs and employees of welfare,

social and health service organizations operating in the South Ostrobothnia region.

The results suggested that in more than four out of five welfare, social and

health service organizations operating in the region of South Ostrobothnia, part of

the services were already digital in the summer of 2021. These services had been

extensively developed during the previous year, which was lived in exceptional

circumstances caused by the Covid19 pandemic. Digital services were seen to

function especially as enablers of customers in exceptional circumstances. How-

ever, managers or entrepreneurs also saw digital services as reaching new cus-

tomers more important than employees. The acquisition of technology and human

resources were felt to be the most significant barriers in the development of digital

services, regardless of the employee status, form of organization and organization

size. Regarding the use and development of digital services, information was felt to

be necessary, especially about the characteristics of digital services, and financial

support was also felt to be necessary for the development. However, the support

needs were significant in many aspects related to digital service development.

In particular, large organizations needed information on the cost-effectiveness of

digital services.

The results can be used to support welfare, social and health service

organizations in digital service development.
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1 Introduction

The digitalization of the social and health sector has been promoted in a targeted manner

for a long time. The reform of the organization of health, social and rescue services carried

out during Sanna Marin’s term as prime minister (2019–2023) included the Future Health

and Social Services Center program, where measures related to digitalization were a

significant part of the realization of the goals [1]. These goals were aimed at improving

the equal availability, timeliness and continuity of services, shifting the emphasis of

operations to preventive and proactive work, ensuring the quality and effectiveness of

services, and strengthening the multidisciplinary and interoperability of services.

Covid19 pandemic increased rapidly the use of digital services in social and health

care sector [2, 3]. Already half a year after the start of the restrictions caused by the

pandemic, electronic contact withdrawals had increased in services that were already

in use before the pandemic [2]. In addition, already then also new digital services were

developed. For example, customer and patient meetings were arranged more online and

group activities were implemented remotely. However, the report by Jormanainen et al.

(2020) [2] targeted to describe the development of digital services in the area of a large

hospital district (HUS), which does not give full details about the changes in the service

structure in other parts of the country, such as in South Ostrobothnia. Region specific

differences may appear in Finland in the development of digital services in social services

and health care sectors [3].

In the current government program, digital services and information management

in the social and health sector are one of the contents of a functioning and sustainable

welfare society [4]. The goal is to draw up long-term strategic goals to guide the develop-

ment work of health and safety information management, digitalization, and research as

well as development and innovation activities, so that the use of technology in the social

and health sector would produce the desired benefits. The goal is to increase the share

of electronic transactions and make digital transactions a priority for those customers

for whom it is possible. Health care professionals have felt that electronic transaction

services will be the main transaction channel in the future, while still securing in-person

transactions [5]. The impact of digital services on patient satisfaction has been shown to

be positive when digital services are accessible, easy to use, improve patient-provider

communication and include the option to usual care [6].

Digital services in health care and social services sectors include for example digital

peer support groups and similar communication services between customers or relatives

or remote transactions and monitoring between customer and the service provider [7].

These can also include customer self-monitoring for example with symptom diaries

or collecting the customer’s health and well-being information with electronic forms.

These services can be either asynchronous, meaning that two people aren’t expected

to be present and available at the exact same time, or synchronous, where there is

simultaneous communication with two people [6]. Some of the digital services replace

traditional reception visits and phone calls [7].

According to recent report [7], health care sector in Finland has more digital services

as compared to social care sector. The most used digital services are those produced both

publicly and privately in outpatient care of health services, both in special care and in

primary health care. In social care, the solutions focus on remote home care solutions
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and point-based solutions to electronic forms and applications. The most widely used

are digital services, which support electronic communication between the client and

the professional. These include, for example, separate remote receptions and electronic

messages, which can be found in almost all service categories in both healthcare and

social services sectors. However, there seems to be regional differences in the amount

and type of digital services in Finland. These differences are partly explained by differ-

ences in naming accuracy of the services. In addition, the regional digital services are a

combination of national solutions and solutions that can be purchased from the market

or that can be developed in-house. Regional variation of digital services is thus formed

depending on how much the regions have implemented self-developed or commercial,

tendered digital services.

The health care and social services workforce in Finland is divided into the private and

public sectors [8]. There are differences between different wellbeing services counties

in how the workforce is divided into the public and private sector in the field of social

security services. Ten years ago, less than half of the public organizations and an even

smaller proportion of private organizations offered digital services for specific target

groups [9].

Digital services are seen in the current government program as one of the ways to

improve the functionality of the social and health service system and to curb expendi-

ture growth [4]. Long-term cost benefits are often sought with digital services, although

uncertainty is recognized in this regard, as broad estimates of the cost benefit potential of

the digitalization of the social and health sector are still scarce [6, 10]. Doctors have seen

the benefits of digital services for themselves as reduced telephone traffic, increased effi-

ciency, freeing up time for medical evaluations, less crowded waiting rooms, and more

accurate communication [11]. Healthcare professionals have seen increased flexibility,

autonomy [5, 11] and time and money savings [11] as benefits of digital services for

customers. According to healthcare professionals the benefits of digital services for

themselves have been improved flow of work, enrichment of the professional’s own

job description, increased efficiency of information transmission and improved service

availability [12]. Digital services have had a positive impact on healthcare professionals’

satisfaction in endocrinology, palliative care, dermatology, and surgery [6]. Easy use and

perceived usefulness of the digital services have been related to healthcare personnel

satisfaction. However, the effects of digital services on the work of professionals are

not only positive [12, 13]. As disadvantages of digital services, healthcare professionals

have highlighted the decrease in face-to-face contact between the client and the profes-

sional and problems with the use of technology [12]. However, healthcare professionals’

satisfaction in digital services has been shown to be understudied in literature [6].

In the development and evaluation of digital health services, the service’s effective-

ness, safety, costs, information security and data protection, as well as usability and

accessibility must be taken into account [14]. The inclusion of digital services in health-

care changes treatment processes, which needs to be further developed from the point of

view of healthcare professionals, so that the services work in the best possible way for

both the professional and the customer [5]. Successful implementation and sustainability

of digital services requires that attention is paid to addressing barriers and supporting

facilitators at all levels in health care provision [6].
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Due to the lack of region-specific data, the purpose of this study was to investigate

digital services in welfare, social and health service organizations operating in the South

Ostrobothnia region in Finland. The aim was to investigate the effects of employee status,

form of organization and organizational size on the views related to different aspects of

digital services and the development of these services. The study was carried out in the

era of exceptional circumstances created by the Covid19 pandemic in the summer of

2021.

The research questions were:

1. What is the current state and the role of digital services in organizations and how

do the views differ between respondents with different employee status, form of

organization or organizational size?

2. What are the perceived development barriers related to digital services and how do the

views differ between respondents with different employee status, form of organization

or organizational size?

3. What are the development plans of the digital services in organizations and how do the

views differ between respondents with different employee status, form of organization

or organizational size?

4. What are the perceived support needs for digital services development and how do the

views differ between respondents with different employee status, form of organization

or organizational size?

2 Methods

2.1 Study Design

The study was a quantitative cross-sectional study using an electronic Webropol survey

(version Webropol 3.0). Research population included welfare, social and health service

organizations operating in the South Ostrobothnia region. These were private companies

(micro, SME, large), public actors and service providers maintained by foundations or

societies from the following business and service sectors: 1. Health services (primary

health care, medical clinics), 2. Social services (housing services, family caregivers,

home care), 3. Sports, youth and cultural services of municipalities, 4. Physiotherapy

services, 5. Rehabilitation services (speech and occupational therapy), 6. Interpreter

services (hearing and speech impaired services), 7. Psychologist services, 8. Exercise

services, gyms, group exercise, 9. Services for the older adults, 10. Child protection

services, 11. Substance abuse services.

Specialized medical care in its main features (e.g., specialized medical care at a

Central hospital) and dental services on the municipalities were excluded from the study,

although the survey was sent to organizations that offered some of these services.

2.2 Sample

The sampling method was mainly convenience sampling but with features from cluster

sampling. An email list was collected with search of welfare, social and health service

organizations operating in the South Ostrobothnia region. Organizations’ contact infor-

mation (e-mail addresses) was searched on the Internet using search engines and on the
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websites of known organizations. E-mail addresses had to be findable and available on

the organizations’ websites or otherwise found on the internet. When contact informa-

tion was found, the survey was sent to managers, entrepreneurs, as well as employees

of organizations.

The survey was sent to a total of 1266 email addresses and 223 different organizations.

The survey got through to 1252 e-mail addresses.

2.3 Data Collection and Ethical Considerations

The request to answer the survey was sent for the first time on 31 May 2021. Two reminder

messages were sent to answer the survey: the first on 9 June 2021 and the second on

16 August 2021. The survey link was closed on 20 August 2021. This deadline for

answering the survey was known and presented in the last reminder message.

The study followed the principles of the Helsinki Declaration (2013) [15] and the

General Data Protection Regulation GDPR (2016) [16]. The survey was carried out

using an anonymous questionnaire and the name of the organization that the respondent

represented was not asked. Thus, the individual respondents could not be identified. The

respondents were sent a cover letter explaining the purpose of the study, possible benefits

to science and society, and an explanation of the voluntary nature of their participation.

2.4 Quantitative Cross-Sectional Survey

This is a sub-study of a wider study, in which entrepreneurs, managers and employ-

ees of welfare, social and health service organizations were asked about their current

digital services and the use of welfare technologies as part of the services, as well as

the effects of the Covid19 on the services. In addition, the survey inquired about the

development ideas of the aforementioned sub-areas and the support needed for develop-

ment. The survey was purpose-designed for the current study but partly used questions

from previous studies by Seinäjoki University of Applied Sciences [17, 18] (permissions

retrieved) targeted to welfare, healthcare and social services organizations. The ques-

tionnaire and descriptive results from the entire research group have been published in

Hoffrén-Mikkola et al. (2021) [19]. In this study, the results and differences from the

survey are reported on the current state and the role of digital services, perceived barri-

ers to development, plans for the development of digital services and support needs for

development according to employee status, form of organization and organization size.

The survey question about the perceived barriers for development of digital services was

from Kettunen et al. (2020) [17] and the question regarding support needs for devel-

opment of digital services was from Toivonen & Vainionpää (2020) [18]. Respondents

were introduced to digital services in the survey with the following description: Digital

services can be e.g., electronic appointment booking, chat service on the website, remote

reception, consultation, training or other remote service, video-mediated service, elec-

tronic message delivery to the customer or the use of sensor-based data to support the

service.
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2.5 Analyses

The data was analyzed with the IBM SPSS Statistics Version 29.0.0.0 (241) program. The

results are presented as frequencies, relative frequencies (%) and/or means and standard

deviations (SD). Statistical significances between different employee groups (manager

or entrepreneur, employee), organizational forms (public operator, private company)

and organizations of different sizes (1–9, 10–49, 50–249, ≥ 250 people) were tested

for categorized and ordinal variables using Pearson Chi-Square test (2-sided). Opinion

scale (4-point Likert scale) variables were treated as continuous variables. Statistical

significances between different employee groups and organizational forms in continuous

variables were tested with the nonparametric Mann-Whitney U test and for organizations

of different sizes first with the Kruskal Wallis test and then pairwise comparisons with

post hoc Bonferroni. The limit of statistical significance was set at 5% (p < 0.05). In

the case of opinion scale variables, when the respondents had the opportunity to choose

the “I can’t say” option, these answers were classified as missing information before the

test.

3 Results

The survey was answered by 121 people. Therefore, the response rate was 9.7%. Of the

respondents, 53.7% (n = 65) were employees and 46.3% (n = 56) were managers or

entrepreneurs. The majority (75.2%, n = 91) were from the public sector and 19.0% (n =

23) were from private companies. Six people (5.0%) were from societies and one person

(0.8%) from a foundation-type organization. Since the majority of respondents were

from the public sector and private companies, comparisons of organizational form were

made only between these groups. The survey received responses from organizations of

all sizes: 13.2% (n = 16) were from 1–4 people, 11.6% (n = 14) from 5–9 people,

31.4% (n = 38) from 10–49 people, 19.8% (n = 24) from 50–249 people and 24.0%

(n = 29) more than 250 people organizations. In the organization size comparisons, the

two smallest organizational groups (1–4 people and 5–9 people) were reclassified into

one group (1–9 people organizations, n = 30, 24.7% respondents).

3.1 Current State and the Role of Digital Services

83.5% of the respondents answered that some of the services of the organization they

represented were digital. Correspondingly, 16.5% reported that the organization they

represented did not have any digital services. There were no statistically significant

differences between employee status, form of organization or organization size in these

views. Of those who had digital services, clearly more than half (61.4%) perceived some

of these services had been put into use during the previous year. Employee status, form

of organization or organization size had no statistically significant differences in this.

In the entire group of respondents, those respondents who had digital services, 47.5%

felt that specifically the organization’s digital services had either significantly or very

significantly enabled customers during the exceptional circumstances created by the

Covid19 pandemic. Employee status, form of organization or organization size did not
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have statistically significant differences in these views. However, digital services were

not seen so much as significant for reaching new customers, as 29.7% of the entire

respondent group felt that digital services had either significantly or very significantly

provided the organization with the opportunity to reach new customers. Form of orga-

nization or organization size did not have statistically significant differences in these

views. However, managers or entrepreneurs saw digital services as reaching new cus-

tomers more significant than employees (p < 0.05). Of employees 20.4% perceived that

digital services had either significantly or very significantly provided the organization

with the opportunity to reach new customers whereas of managers or entrepreneurs

40.4% perceived so.

3.2 Perceived Barriers for Development of Digital Services

The most significant barriers in the development of digital services in the organization

that the respondent represented were perceived to be especially the acquisition of tech-

nology (software, tools), and human resources, which were perceived by 66.1% and

66.9% of the respondents as either significant or very significant barriers, respectively

(Fig. 1). There were no statistically significant differences between employee status,

form of organization or organization size in these views, although there were indications

that small organizations perceived the barriers to be slightly greater than large organi-

zations (p = 0.075, ns) and public actors greater than private companies (p = 0.068,

ns).

Fig. 1. Either significant or very significant barriers for development of digital services perceived

by respondents. Numbers are percentages of respondents in the entire respondent group (n = 121).

3.3 Development Plans

In the entire group of respondents, slightly more than half (52%) estimated that the

organization they represented had the goal of increasing the number of digital services
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within a year, and 58% that it was intended to do so within five years. However, increasing

the number of digital services also included a lot of uncertainty among the respondents

(Tables 1 and 2).

Table 1. Respondents’ views on organizations’ goals to increase the number of digital services

within one year relative to employee status, form of organization and organization size. P-values

describe the statistically significant difference between respondent categories within independent

variable. ** = statistically significant difference (p < 0.01).

Independent variable Respondent category Yes

(%)

No

(%)

I cannot say (%) Diff

(p-value)

Employee status Manager or

entrepreneur (n = 56)

57.1 17.9 25.0 p = 0.007

**

Employee (n = 65) 30.8 18.5 50.8

Form of organization Public actor (n = 91) 45.1 12.1 42.9 p = 0.009

**Private company (n =

23)

34.8 39.1 26.1

Organization size 1–9 people (n = 30) 26.7 40.0 33.3 p = 0.003

**10–49 people (n = 38) 34.2 18.4 47.4

50–249 people (n =

24)

62.5 8.3 29.2

≥ 250 people (n = 29) 55.2 3.4 41.4

In particular, managers or entrepreneurs, public actors and large organizations per-

ceived that the organization they represented was about to develop digital services within

one year (Table 1) and within five years (Table 2). However, the differences in views

between different groups of respondents were smaller in longer time scale (five years)

as compared to shorter time scale (one year).

3.4 Support Needs

In the entire group of respondents, the most support related to the use and develop-

ment of digital services was perceived for obtaining the necessary information about

the characteristics of digital services (e.g., usability, reliability, level of development),

where the mean ± standard deviation in the entire group of respondents was 3.08 ±

0.8 on a scale of 1–4, where 4 meant very significant need. Next, financial support was

perceived to be necessary for the use and development of digital services (3.06 ± 0.90).

However, support needs were perceived to be high for all categories since 57–71% of

respondents reported either significant or very significant support needs for different

categories (Fig. 2). Employee status or form of organization did not have a statistically

significant effect on the perceived need for support. The size of the organization did

not have a statistically significant effect on support needs, except for one area: larger

organizations needed statistically significantly (p <0.01) more information about the
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Table 2. Respondents’ views on organizations’ goals to increase the number of digital services

within five years relative to employee status, form of organization and organization size. P-values

describe the statistically significant difference between respondent categories within independent

variable. ns = no significant difference, * = statistically significant difference (p < 0.05).

Independent variable Respondent category Yes

(%)

No

(%)

I cannot say (%) Diff

(p-value)

Employee status Manager or

entrepreneur (n = 56)

58.9 14.3 26.8 p = 0.017

*

Employee (n = 65) 38.5 9.2 52.3

Form of organization Public actor (n = 91) 47.3 7.7 45.1 p = 0.139

nsPrivate company (n =

23)

43.5 21.7 34.8

Organization size 1–9 people (n = 30) 40.0 23.3 36.7 p = 0.014

*10–49 people (n = 38) 31.6 13.2 55.3

50–249 people (n =

24)

62.5 8.3 29.2

≥ 250 people (n = 29) 65.5 0.0 34.5

cost-effectiveness of digital services than small organizations. In bilateral tests, there

was only a significant difference (p <0.01) between organizations with 10–49 people

(2.56 ± 0.96) and more than 250 people (3.31 ± 0.806).

Fig. 2. Either significant or very significant support needs for development of digital services

perceived by respondents. Numbers are percentages of respondents in the entire respondent group

(n = 121). *Information about…



78 M. Hoffrén-Mikkola

4 Discussion

This study supports the previous literature [2, 3, 20] that Covid19 pandemic increased

the development of digital services in social and health care sector. Laukka et al. (2021)

[3] reported that, of the psychiatric outpatient visits, 9% were conducted using phone

or remote access in January 2020 and 48% in May 2020 which means that by remote

transactions had increased 39 percentage units in five months. In the current study 61% of

organizations that had digital services had developed some of these during the previous

year with Covid19. This study adds to previous literature with the findings that the

amount of digital services and the development of services during Covid19 has been

similar in public actors and private organizations as well as in organizations of different

sizes in South Ostrobothnia.

The results of the current study suggest that digital services in welfare, social and

health service organizations were especially seen as enablers of existing customers in

exceptional circumstances than reaching new customers. This is in line with previous

literature in psychiatric outpatient services [3] and in specialized youth psychiatric care

[20]. Laukka et al. (2021) [3] reported that digital and remote services enabled psychi-

atric outpatient services during Covid19 pandemic to those patients for whom they were

suitable and who could use them and found out that one of the supporters of remote

service usage was familiarity of the customers. The specialized youth psychiatric care

employees in the study by Sirnelä-Rif et al. (2020) [20] felt that taking care of a young

person they had known for a long time was successful also remotely during Covid19 pan-

demic. They perceived that this was because there was already a trusting relationship with

the patient created. The familiarity of customers could explain the results of the current

study that the digital services were more seen as enablers of already existing customers

in exceptional circumstances than reaching new customers. Especially employees had

this opinion in the current study. This can be because employees normally work closer

with customers as compared to managers or entrepreneurs. Koivisto et al. (2023) [12]

showed that different actors (nurse, manager, technology developer) perceive the role

of a technology for care work in different ways because they have different goals for

the technology. It has been reported in previous literature that healthcare professionals

have emphasized the importance of trustful relationships with clients in telehomecare of

older adults [21] as well as in telemonitoring of chronically ill patients [22]. The current

study supports these results.

The human resources and acquisition of technology (software, tools) were felt to be

the most significant barriers in the development of digital services according to man-

agers, entrepreneurs and employees of the welfare, social and health service organiza-

tions of the current study. These may be explained first of all by the shortage of labour

in healthcare and social services sector [8] and thereafter by the timing of the survey

during the exceptional circumstances caused by Covid19 pandemic. Healthcare profes-

sionals have described that one of the negative factors of digital services in their work

is insufficient resourcing to maintain the professional’s technology skills, which include

insufficient training and support, insufficient time to learn new things and number of

tools and constant updates [12]. Human resources as one of the most significant barriers

for development of digital services in the current study may be because the development

of digital services takes time and resources from the organization. Because of shortage
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of labour it may be impossible to find time to include both managers and employees

for digital service development. Digital competence of occupational health doctors and

occupational health nurses have been reported to include competence in developing the

use of technology in one’s own organization [12]. Especially during the Covid19 pan-

demic this may have felt impossible which may explain the results of the current study.

In addition, the challenges for using remote services in psychiatric outpatient services

shortly after the start of Covid19 pandemic were related for example to the lack of IT

equipment and inoperative programs, which is supported by the current study where

acquisition of technology was one of the most significant barriers for development of

digital services. The organizations were forced to tailor services to digital format without

proper time for planning and therefore were not prepared for this change in services with

proper technology acquisition.

Regarding the use and development of digital services, support and information was

felt to be necessary especially about the characteristics of digital services, and financial

support was also needed for the development. However, the support needs were signifi-

cant in many aspects related to digital service development. Professionals in occupational

healthcare have needed most of all the instructions on the use of video conferencing and

chat services [12]. The current study was not that specific since it included organiza-

tions from different kinds of service sectors and target groups and therefore different

variety of digital services. In particular, large organizations that were about to develop

digital services more in one year and five years time scale than smaller organizations

needed information on the cost-effectiveness of digital services. The effectiveness and

cost-effectiveness of technologies and digital services are indeed factors about which

little is still known, as no systematic information has been collected [22] and the results

are unclear [6, 10].

This study has a few methodological considerations and limitations that need to be

addressed. The number of survey respondents (n = 121) and the response rate (9.7%)

were small. This may be partly because the sample was large. The survey was sent

not only to managers and entrepreneurs, but also to all employees of organizations

whose contact information could be found on the internet. Almost the same number of

managers or entrepreneurs and employees answered, so the response rate for managers

or entrepreneurs is estimated to be higher than for employees. However, this was not

investigated, and it was not possible to find out which group the respondents represented

in the case of managers and entrepreneurs. The strength of the research can be considered

that with this research setup, it was possible to examine employees’ views widely and

compare employees’ perspectives about digital services with the views of managers or

entrepreneurs. One reason for low response rate could be the timing of the survey during

the holiday season in Finland. However, since the reminders to respond were sent both

in June and in August, it can be argued that all had possibility to answer even during

this season. It should also be noted that the study was not able to document differences

between the professionals who responded to the survey and those who did not. Thus, it is

not known how well the respondents represented the entire population. The questionnaire

was extensive (8 pages, 26 questions, response time 15–20 min), so it is possible that

the least busy managers, entrepreneurs and employees answered the survey, and this can

possibly affect the results. The survey was also mainly purpose-designed and was not
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validated. Last, it must be remembered that this survey was carried out already few years

ago before the social and health care reform and the establishment of wellbeing services

counties. As suggested also by Pennanen et al. (2023) [7], the use and prevalence of

digital services should be studied more when wellbeing services counties are settled and

have further developed their digital services. This applies also to South Ostrobothnia.

The results of the current study may then be used for comparison.

Conclusions and Practical Implications. The results of the current study can be

used to support welfare, social and health service organizations in digital service devel-

opment. First, the study supports previous research that digital services work best when

the customer relationship already exists, and the customer is known. This should be

taken into account in service path development. It must be noted, as supported by the

current study, managers or entrepreneurs and employees perceive the roles of a digi-

tal services in different ways. Therefore, all these groups should be included in digital

service development in the organization. Second, organizations need extra resources,

human resources as well as financial support, in development of digital services which

is a challenge during the shortage of labour in healthcare and social services sector as

well as with cost challenges faced by the newly developed wellbeing services coun-

ties. Finally, according to this study, the large organizations and public organizations in

South Ostrobothnia were more certain in their views to develop more digital services

especially in short time scale. Organizations should be supported in their plans with

providing them support with the forms of more information about the characteristics of

digital services as well as about the effectiveness and cost-effectiveness of these services

since this information is scarce and partly unclear.
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Abstract. The global burden of cardiovascular diseases (CVD) is a worldwide

public health problem. In 2019, 18.6 million people died from CVD, representing

a 17.1% increase compared to 2010. Also, some individuals who experience a car-

diovascular event will require some form of cardiovascular procedure, such as a

pacemaker or implantable cardioverter-defibrillator insertion, aneurysm repair, or

heart valve replacement. Mobile health (mHealth) is a valuable tool for supporting

individuals with CVD in self-management, providing medical recommendations,

virtual consultations, reminders, and disease monitoring notifications. The main

objective of this research was to enhance postoperative care for cardiac proce-

dures. To achieve this, the research involved the development of a new mHealth

application and the subsequent evaluation of its usability. The study constituted

technological and usability research by using Design Science Research Method-

ology (DSRM). The design of the mobile application followed the principles of

Persuasive Systems Design (PSD) model, which encompass a clear definition of

the main task, user interaction through dialogue, system credibility, and social

support, aiming to help change user behavior. The sample was non-probabilistic

for convenience, and System Usability Scale (SUS) was applied to physicians

and nurses as well as individuals in the information technology field. The sample

comprised 18 participants, of whom 55.6% were female. The participants rated

the application positively, with a median final SUS score of 95 (IQR 90–97.5).

Finally, the mobile application presented high usability and user acceptance.

Keywords: Cardiovascular Diseases · Persuasive Systems Design · Usability

Study · Mobile Health Applications

1 Introduction

Cardiovascular disease (CVD) is a major cause of death worldwide, making its burden

a global public health concern. According to estimates, 18.6 million people died from

CVD in 2019, a 17.1% increase from 2010 [1].
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Low- and middle-income countries bear the greatest brunt of the substantial disease

burden attributed to cardiovascular diseases (CVD). In the Americas region, CVD is

accountable for 36.4 million years of life lost due to premature deaths, 40.8 million

disability-adjusted life years annually, and 4.5 million years lived with disability [2].

Brazil mirrors these global statistics, with 30% of deaths attributed to CVD [3].

Some patients who have undergone a cardiovascular event may require cardiovas-

cular procedures due to the disease’s progression. These procedures may include the

implantation of a pacemaker or implanted cardioverter defibrillator and the correction

of an aneurysm [4]. It is essential to prevent post-operative complications, such as atrial

fibrillation, kidney failure, reoperation due to bleeding, stroke, and pneumonia [5].

In the current landscape, a comprehensive meta-analysis of randomized controlled

trials (RCT) has provided robust evidence supporting the beneficial impact of digital

technology on CVD management. This analysis highlights significant improvements in

several key areas, including total cholesterol levels, high-density lipoprotein cholesterol,

low-density lipoprotein cholesterol, physical activity, dietary habits, and adherence to

medication regimens [6]. The integration of mHealth solutions plays a pivotal role in

this advancement by facilitating patient self-management of CVD. mHealth achieves

this through the provision of direct access to medical consultation and advice, as well as

the delivery of personalized reminders and notifications that aid in continuous disease

monitoring and management [7].

Making healthier lifestyle choices and changing one’s behavior are the most crucial

ways to halt the progression of CVD. To modify unhealthy lifestyle choices including

smoking cigarettes, eating poorly, and not exercising, younger patients should receive

regular counseling [8]. Behavior modification is necessary and helpful even in cases

where the patient has previously suffered a cardiovascular event to reduce the risk of

further events. Taking prescription drugs as prescribed, scheduling frequent doctor’s

appointments, and controlling risk factors are a few instances of this [9].

In this scenario, the application of persuasive technology can yield significant ben-

efits. Persuasive technology encompasses a broad range of digital tools and platforms

specifically designed to influence attitudes or behaviors. This includes, but is not limited

to, computers, websites, smartphones and their applications, tablets, wearable devices,

and computer games [10]. Each of these technologies has the potential to engage users

and effectively guide their behaviors or attitudes in desired directions. According to

Fogg’s [11] initial description, computing items are persuasive social agents. Stated dif-

ferently, these technological products possess the ability to impact and trigger social

reactions from their users, through various means such as rewarding individuals who

provide positive feedback, modeling a particular behavior or attitude, or providing social

support. Oinas-Kukkonen and Harjumaa [12] suggested a method for applying design

principles to software requirements and their subsequent implementation as character-

istics of a system. To make this more practical, they proposed the Persuasive Systems

Design (PSD) model, which has four main categories of software features: primary task

support (PRIM), dialogue support (DIAL), system credibility support (CRED) and social

support (SOCI).
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In a recent RCT, the PSD model was utilized to investigate the efficacy of a mobile

health behavior change support system as an obesity control intervention. The interven-

tion group lost weight more successfully than the control group, according to the trial

(95%CI –3.8 to –1.6, p <0.001). Thus, the effectiveness of the PSD’s use in mHealth in

modifying behavior can be observed [13].

This study aimed to improve postoperative care for cardiac procedures. This entailed

developing a mHealth application prototype and then evaluating its usability, firstly

focusing in professionals on the technology and health domains.

2 Background

2.1 Cardiovascular Diseases

According to the World Health Organization (WHO), CVD is a group of disorders of

the heart and blood vessels that include coronary heart disease, cerebrovascular disease,

peripheral arterial disease, rheumatic heart disease, congenital heart disease and deep

vein thrombosis and pulmonary embolism [14]. The main diseases are known as ischemic

heart disease, or acute myocardial infarction and cerebrovascular accidents. Common

reasons for the precipitation of these diseases are fatty deposits on the inner walls of

blood vessels and bleeding from blood vessels in the brain, for example [14].

2.2 mHealth Applications for Cardiovascular Procedures

To identify the state of the art regarding this topic, a scoping review was conducted

in November of 2022 and search keys were created for all the electronic bibliographic

databases consulted, including National Institutes of Health US National Library of

Medicine (PubMed) and Medical Literature Analysis and Retrieval System Online

(MEDLINE), Web of Science, a Scopus, EMBASE and IEEE Xplore. The main descrip-

tors were “Mobile Applications” AND “Postoperative Care” AND “Cardiac Surgical

Procedures”. After excluding 231 duplicates, 385 articles remained for inclusion and

exclusion by title and abstract. After this first stage, 19 articles were selected for full

reading. Of these, four were unrelated to the research topic, five did not have results

(reports or protocols), one was due to unavailability of full text and three could not

be retrieved even after contacting the corresponding author. Finally, six articles were

included.

The studies have explored the detection of atrial fibrillation with the help of an

electrocardiogram [15, 16], medication adherence [17] and collection of photoplethys-

mography data to detect patients’ heart rhythms allowing them to report symptoms and

send messages to their doctors [18]. In a similar direction regarding communication

with the healthcare team, Atilgan et al. [19] used a telemedicine system that allowed

patients to monitor their vital signs and report symptoms to their doctors via instant

messaging and video conferencing. Aydin et al. [20] reported using two different appli-

cations, one for control patients’ breathing, including breathing exercises, and training

to increase lung capacity. The second application was related to medication adherence,

and researchers selected it from those available on the Google Play Store and App Store.
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This work focused on designing an application that optimized the patient’s clini-

cal experience by eliminating the need for additional portable devices to make it more

accessible and cost-effective. By unifying the different functionalities, including rein-

forcing medication adherence, facilitating contact with the medical team, monitoring

signs and symptoms after cardiac procedures, providing relevant educational content,

and scheduling teleconsultations, all within a single application, we focused on not only

improving the patient’s post-operative care but also increase their active participation

in their recovery process. This approach reflects not only practical efficiency but also a

concern for accessibility and convenience for users, thus aligning with the principles of

persuasive technology.

2.3 Persuasive Technology and Persuasive Systems Design

To be successful in changing behavior, Fogg’s model stipulates that three elements must

converge at the same time for a behavior to occur: motivation, ability, and triggers (e.g.,

an alarm that sounds, a text message, an advertisement). To achieve a target behav-

ior, a person must have sufficient motivation, sufficient skill, and an effective trigger.

Furthermore, these three factors must be present simultaneously [21].

The software features that comprise the PSD are split up into the four main categories.

Carrying out the user’s primary task, such as enabling users to independently track their

progress, is referred to as PRIM. By reminding users of tasks related to the primary

task or making the user interface visually appealing, computer-human dialogue, DIAL,

makes sure that users receive assistance in maintaining their target behavior. Credibility,

CRED, explains how to create a system that is more trustworthy by offering accurate,

impartial, and fair information and directing users through reliable sources. Lastly, social

support, SOCI, explains how to use social influence to motivate users of the system. Some

examples of this include bringing together individuals who share a goal, helping them

feel included, and offering opportunities for cooperation [12].

3 Methods

3.1 Study Design

This paper addresses prototyping and usability study. The research followed Design

Science Research Methodology (DSRM) [22] and the design of the mobile application

prototype followed the principles of PSD [12].

The six phases of the DSRM [22] were applied as follows:

(1) Problem identification: The lack of mobile applications for cardiac procedures

utilizing persuasive technology.

(2) Definition of objectives: The main objective was to develop a mobile health

application for the post-operative period of cardiac procedures and evaluate its

usability.

(3) Solution development: Creation of a mobile application through the Adalo®

platform.
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(4) Evaluation of the solution: The evaluation was carried out using the usability scale

(System Usability Scale, SUS) [23].

(5) Communication of Results: The results of the research process were communicated

to third parties through this publication.

(6) Critical evaluation: A critical evaluation of the developed solution and the process

used to develop it were made in the “discussion”.

For the theoretical construction of the application prototype, the four persuasive

software main categories of the PSD [12] model were used (Table 1).

Table 1. PSD categories and the presentation on the app

PSD category Presentation on the application prototype

PRIM The application was responsible for making the task of post-operative care for

cardiac procedures easier for the patient, through various content and

properties; Users had access to content specific to their surgical procedure, as

well as podcasts and interviews with experts in the field; Users had access to

their statistics and progress regarding application usage; The app allowed users

to complete online questionnaires to assess their mood, pain, track depression

and quality of life post-heart surgery

DIAL The application had reminders and warnings regarding the use of medication,

date, and time of appointments. It also asked about signs and symptoms,

requested photos of the surgical wound, requested test results (e.g.,

prothrombin activity time). Also, the more the user used the application’s

functions, it was released extra content such as podcasts with experts. The

application was made colorful and pleasant

CRED The application’s content was based on international guidelines and

organizations, such as: World Health Organization, American Heart

Organization, Enhanced Recovery After Cardiac Surgery Society, Society of

Thoracic Surgeons, and the Guidelines of the Brazilian Society of Cardiology.

There was a “References” topic, in which users had access to the websites and

protocols used to build the application. The application had a section about the

research team and their affiliations. Furthermore, the logo of the Federal

University of Santa Catarina was inserted on the app home page

SOCI It had a “Message Board”, in which they can exchange ideas with peers and

report how they are feeling after the surgery (which can be anonymous, with a

fictitious name, if desired); The physicians and nurses could also participate

3.2 User Interface Design

To structure the interface, wireframes, originally in Portuguese, were created with the

software Balsamiq®. They represent a visual scheme, blueprint, or model of a screen

or web page design in an interaction design. It is the basis for an iterative prototype.

Besides that, wireframes focus on the screen content and not the graphic details. Its
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purpose is to illustrate high-level concepts [24]. Figure 1 shows the idea of building a

message board in the first illustration, where the patient can choose a fictitious name,

and the healthcare professional can also use it. The second shows the options and types

of button ideas for the quality-of-life section, including explanatory videos, podcasts,

and depression scales.

Fig. 1. Application wireframe (message board and quality of life section)

3.3 Population and Sample

The sample was non-probabilistic for convenience, it was chosen due to its practical

benefits. This sampling method was accessible, cost-effective, and time-efficient, mak-

ing it ideal for rapidly gathering feedback in the early stages of development. The survey

invitation was emailed to 58 people residing in Southern Brazil, including healthcare

professionals (doctors and nurses) and people in the technical field (systems analysis

and development, software development, computer science, data science, computer engi-

neering, and experience design of users). These health non-professionals were included

to also assess the functional and design aspects of the technology. Of these, 18 responded

to the participation email, answering the Informed Consent Form.

As inclusion criteria for health professionals, medical doctors and nurses were

included, from any area or specialty, as at this time only the usability and not the con-

tent of the application were evaluated. Those who did not belong to the professional
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category of doctor or nurse were excluded. As inclusion criteria for technology profes-

sionals, those from any area or specialty who agreed to participate in the research and

who had experience in using and developing applications were included.

3.4 Data Collection and Organization

The prototype of the application was provided to professionals on June 9, 2023, and they

were asked to fill out the usability scale through an online form, via GoogleForms®, on

June 15, 2023. The collected data was organized in electronic spreadsheets and analyzed

on June 20, 2023, to June 24, 2023.

3.5 Data Collection Instruments

Usability was assessed using the System Usability Scale (SUS) [23] after detailed

description and guidance provided on GoogleForms®.

The SUS questionnaire [23] has been validated in Portuguese and in Brazil [25, 26],

and comprises 10 items, classified by respondents on a 5-point LIKERT scale ranging

from completely disagree to completely agree. The SUS items alternate between positive

and negative items to avoid response bias, with the aim that participants agree or disagree

after reading reflection, and not simply on impulse. To obtain the final score, which varies

from 0 to 100, 1 must be subtracted from the user’s response for odd-numbered items,

as well as subtracting the value of the user’s response from 5 for even-numbered items.

Then, the score obtained for each item was added, and the result is multiplied by 2.5

[23].

The evaluation of the 10 items that comprise the SUS questionnaire [23] was estab-

lished by the final score, ranging from 0 to 100. Thus, the classification was established

as: 0 to 20.5; 21 to 38.5; 39 to 52.5; 53 to 73.5; 74 to 85.5; and 86 to 100 [27, 28].

Additionally, two optional open-ended questions about user experience were added

after the SUS scale was completed by participants: Do you have any suggestions for

improvement? What were your biggest difficulties when using the application?

3.6 Statistical Procedures

For the statistical analysis of the variables, the data were organized in electronic spread-

sheets in the Microsoft Excel® program and subsequently analyzed using the Stata®

14.0 software (StataCorp, Texas, USA).

To determine the best way to describe the SUS score values, the Shapiro-Wilk test was

performed to evaluate the distribution of data in relation to normality. This test is espe-

cially indicated for samples smaller than 30 [29]. Only descriptive statistics were applied.

The boxplot was analyzed to identify outliers and frequency, median, interquartile range

with maximum and minimum values were described.

In the Stata® 14.0 statistical software, the command used to generate the SUS Score

for each participant was:

gen escoretotal = (2.5 * (abs(q1–1) + abs(q2 - 5) + abs(q3–1) + abs(q4 - 5) +

abs(q5–1) + abs(q6 - 5) + abs(q7–1) + abs(q8 - 5) + abs(q9–1) + abs(q10 - 5))).

Where “escoretotal” is a new variable generated, which was assigned to each of the

18 observations and q1 to q10 are questions 1 to 10 of the SUS questionnaire.
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3.7 Ethical Considerations

This study was based on ethical principles, based on Resolution No. 466 of December

12, 2012, of the National Health Council [30], which incorporates, from the perspective

of the individual and communities, the four basic references of bioethics: autonomy,

non-maleficence, beneficence, and justice, among others, aiming to ensure the rights

and duties that concern the scientific community, research subjects, and the State. This

project was also approved by the Ethics Committee.

All volunteer participants were invited to read and sign the Free and Informed Con-

sent Form, ensuring the confidentiality of their identity and the information provided

solely for the purposes of the research, as well as the right to withdraw from the study

at any time, without any harm to the participant.

Lastly, this work followed all the foundations of the second article of Law No.

13,709/2018, known as the General Data Protection Law [31].

3.8 Data Security

Due to the sensitive nature of personal health information involved, the application

complied with Brazil’s strict data protection laws (LGPD), guaranteeing that all patient

data is encrypted while it’s in use and while it’s in transit.

4 Results

4.1 Application Prototype

Fifty-one screens were developed in common with patients and healthcare profession-

als. Figure 2 represents the “Welcome” screens, where professionals and patients can

register and log in. In addition, both have access to the privacy policy. The “Quality

of Life” screens has the contents Life’s Essential 8 [32] with tips on how to eat bet-

ter, be more active, quit smoking, have healthy sleep, take care of your weight, control

your cholesterol, take care of sugar levels and blood pressure; explanatory videos about

cardiac procedures that function as a link to the American Heart Association website;

Podcasts with experts; depression, pain, quality of life and mood scales; recovery tips

at home and finally, the references used to build the mobile application.

Eleven screens were developed just for patients. The initial screen after patients log

in (“Home”), they must choose which cardiac procedure they underwent to carry out:

register medications, add a photo of the wound, register signs and symptoms, and record

exams. About registering a photo of the wound, patients can download the photo, enter

the date it was taken, and indicate what was observed about the wound (pain, local heat,

redness and/or secretion, pus) (Fig. 3). Regarding signs and symptoms, the patient can

select between some pre-existing options (chest pain, shortness of breath, bleeding, fever,

weakness/abnormal tiredness) or write in a space designated for “another” sign/symptom

(Fig. 3); they must also record the date. Finally, regarding exam registration, in addition

to the registration date, the patient can take a photo and attach it to the application, attach

a file download, and/or write the result of an exam (e.g., prothrombin time control).
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Fig. 2. Patients and healthcare professionals’ screens

Fig. 3. Patient’s screens

Eighteen screens were developed just for professionals. The initial screen after pro-

fessionals log in (“Home”), they must choose which cardiac procedure to consult to

obtain a list of patients. By clicking on the selected patient, they will access medications

in use, photos and details of the wound, and signs and symptoms (Fig. 4). In the medicines
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in use, the professional can quickly see the medications registered by the patient with

the name and how many milligrams (e.g., Rosuvastatin 20) (Fig. 4); by clicking on the

arrow next to the medication, the professional can view in more detail the number of

tablets used and the frequency of use of that medication. Regarding the photo of the

wound (on the right of Fig. 4), the professional has access to all the photos added by

that patient; when clicking on the arrow, he will have more details, such as how many

days ago the photo was attached, and what the patient pointed out about it (local pain,

local heat, redness, secretion/pus). Regarding signs and symptoms, the professional has

access to a list of records about how many days ago they were recorded (e.g., 24 days

ago, 17 days ago); by clicking on the arrow on the right of the screen, professionals have

access to the details of the recorded signs and symptoms.

Fig. 4. Healthcare professionals’ screens

4.2 SUS Score

According to the sociodemographic data, the population of this research was predomi-

nantly female, 55.6% (10); mean age of 38.2 (±9) years; 50% work as health profession-

als and the rest in the technology area (among them: systems analysis and development,

software development, computer science, data science, computer engineering and user

experience design), on average they had 12.2 (±9) years of experience; 61.1% usually

use mobile applications related to health and 66.7% have never participated in scientific

research before.

After participants completed the SUS questionnaire, each participant’s final score

was calculated, and the SUS classification level was assigned to each value obtained
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(Table 2). Evaluation of usability has shown to be crucial for confirming how users and the

system interact. After performing the Shapiro-Wilk test, it was found that the final score

data did not pass normality. According to the box-plot analysis, this situation is justified

since participant P11 was an outlier. However, it was decided to keep the participant

due to the small sample size. The median SUS final score was 95 (IQ 90;97.5), ranging

from a minimum score value of 62.5 to a maximum of 100. In summary, participants

provided an overall application rating that reflects high satisfaction.

Table 2. SUS global classification according to each participant’s final score

Participant Final Score

P1 97,5

P2 90

P3 97,5

P4 92,5

P5 87,5

P6 77,5

P7 100

P8 100

P9 95

P10 95

P11 62,5

P12 100

P13 85

P14 97,5

P15 90

P16 95

P17 100

P18 97,5

4.3 Non-mandatory Open-Ended Questions

Two questions followed the completion of the SUS scale. “Do you have any suggestions

for improving the application?” (Table 3) was the first question. This inquiry seeks to

ascertain the areas in which the application requires improvement.

It was observed that, except for participant P17 (nursing), no other suggestions for

improving the content were offered by the health professionals involved. This may have

occurred because they did not belong to the cardiology area.
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Participant P8 suggested that urgent alerts be added. This functionality was not tested,

as at this stage of the prototype’s development, there was no mutual interaction between

healthcare professionals and the patient.

Participant P16 suggested several improvements. He also pointed out that the health-

care professional could carry out depression, pain, quality of life, and mood scales.

However, we intentionally kept this option open to allow professionals to explore and

understand how this feature how this feature works within the patient app.

Table 3. Suggestions obtained to the first non-mandatory question “Do you have any suggestions

for improving the application?”

Participant Suggestions

P5 Suggests starting content after login with the “General” menu and adding a

“Cardiac Procedures” menu

P8 Suggests the inclusion of an urgency alert when identified

P9 Suggests the option to view the password on the login screen

P11 Suggests improvements in the visual part and in some fields. However, he/she

does not specify which

P13 Mentions that he/she does not remember the system authorizing access only after

receiving a confirmation email after registration. Participant also observed that

some checkbox-type inputs behaved like radio-type inputs during initial tests, but

he/she doesn’t remember which screen this occurred on

P15 Suggests reviewing navigability

P16 a) Suggests that the link to accept the terms is clear and visible when starting the

application

b) Questions the need to request the number of Personal National Identification,

suggesting that the email may be sufficient as identification, especially

considering the use of Android and iPhone

c) Mentions that, when accessing as a professional, it is also possible to take the

“test” to measure the scales (depression, pain, quality of life and mood).

Furthermore, it suggests that these tests can be carried out on the home screen,

inviting the user to carry them out

d) Suggests that a list be displayed with patients who had changes, indicating

with colors (green for positive changes and red for negative changes) and a

score as a metric for professionals

e) Proposes improvements in the “Patient Profile” sections, such as adding start

and end dates for medication history, including the number of days with

reference to the surgical procedure in images for healing analysis, associating

information on days after the procedure in Signs and Symptoms and exams,

and extract information from exam images using Natural Language Processing

to automatically identify abnormal values and alert the medical doctor

P17 Suggests the inclusion of a control table for the International Normalized Ratio

result and anticoagulant adjustment

P18 Suggests adjustments to the app’s appearance (without specifying which ones)
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Finally, it is worth highlighting that of the 14 answers obtained to the question: “What

were your biggest difficulties when using the application?” (Table 4), none reported

difficulties regarding usage of the application. Two of the fourteen answers to the question

that addressed additional topics are shown in Table 4.

Table 4. Additional topics obtained to the non-mandatory question “What were your biggest

difficulties when using the application?”

Participant Answer

P5 The participant mentions that, as he was not from the health area, he/she had

difficulty understanding the meaning of cardiac procedures. However, he/she did

not mention difficulties using the application

P11 No difficulties were reported, however, the participant reports that the graphic part

is not attractive, and the reports could have time-evolution graphs, the scales could

be more attractive to choose from. He/she states that the statements mix with the

titles, there is a lack of a share button, a lack of FAQ or HELP. Finally, he/she

suggests using a conversational agent to capture the user’s attention

5 Discussion

Regarding the developed application prototype’s usability, the research provided positive

results (Median 95; IQ 90; 97.5). The findings show that participants accepted the system

well, with the majority of reviews (83.3% gave it high rates).

The implementation of application pilots, as demonstrated in this research, is a widely

endorsed approach during the development and testing phases, as supported by literature

references [33, 34]. This study conducted a thorough usability assessment of the mobile

application designed for healthcare professionals. It employed various strategies to iden-

tify and rectify issues in user-system interactions, aiming to enhance the application’s

functionality. The feedback from participants was indicative of their deep engagement

and interest in the ongoing refinement of the application. Their recommendations pri-

marily focused on visual improvements and interface adjustments, including design

enhancements and modifications to input fields. Additionally, they proposed functional

enhancements such as the inclusion of urgency alerts, password visibility options, test-

ing of scales on the home screen, and the display of metrics for professional use. These

suggestions reflect the participants’ concern with usability and improving the user expe-

rience, highlighting the importance of intuitive and functional interface design. However,

it is essential to highlight that the application was not tested in real-life scenarios, par-

ticularly during professional-patient interactions. Consequently, professionals couldn’t

observe alerts and consultation requests in real-time. These aspects were only evaluated

through interactions with two “model patients,” where fictitious data had been included

for simulated tests.

The majority of participants in the survey reported a seamless experience with the

application, expressing favorable views on its usability. This outcome is significant, as
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it suggests that the application was crafted with an emphasis on intuitiveness and user-

friendliness, thus enhancing user engagement and ensuring a positive user experience.

This ease of use appears to transcend educational backgrounds and prior experience in

scientific research, indicating that the application’s design elements contributed to its

simplicity and accessibility. Moreover, the absence of reported challenges may be seen

as an indication of the effectiveness of the application’s instructional interfaces, which

offer clear directions and suitable guidance to users. This is especially relevant since 50%

of the participants were not in the healthcare industry and may not have known much

about cardiac procedures in the past. When an application is difficult to use, unclear, or

counterintuitive, users may become discouraged and frustrated, which can lead to low

adoption and abandonment [35].

Regarding the existence of mobile applications already developed with the same

theme as this work, the literature does not present articles, to date, based on the PSD

principles of Oinas-Kukkonen & Harjumaa [12]. The applications found after literature

review [15–20] presented some features described in the PSD, however, without refer-

ence to persuasive technology, indicating that they were not designed with this purpose

in mind, different from us. Therefore, the application developed in this study stands out

as an innovative contribution in the research context at hand.

While there are existing studies on cardiac rehabilitation programs using Persuasive

System Design (PSD), Salvi et al. [36] developed a notable mobile health system aimed

at encouraging patients to participate in cardiac rehabilitation post-coronary artery dis-

ease. This system features functionalities for exercise tracking, guidance, motivational

feedback, and educational materials. They conducted a randomized controlled trial to

compare this mobile rehabilitation approach with standard care. The patient interface of

the system included sections like “home,” “messages,” “calendar,” “exercise,” and “learn-

ing,” while the professional interface facilitated initial assessments, progress tracking,

and alert generation for complications. Despite encountering some technical challenges,

the study revealed high user acceptance, perceived usefulness, and enhanced educational

outcomes. However, the authors emphasized the need for further research to validate

these findings and to affirm the efficacy of the design methodologies employed.

A systematic scoping review carried out by Ramachandran et al. [43] examines the

acceptance of technology in cardiac telerehabilitation programs in patients with coronary

artery disease. Although the article’s objectives differ from ours, there is direct relevance

to this research, as both studies address the use of technology in the context of cardiac

care. Furthermore, both seek to understand the acceptance and usability of applications

by users. The findings highlight the importance of technology acceptance by users, as

well as the perception of usefulness and resulting educational benefits. These aspects

were also evaluated in the present research, in which the results indicated a favorable

acceptance of the application by professionals. Participants also demonstrated a high

level of involvement, offering suggestions for improvement and showing a significant

interest in the continuous improvement of the tool. Thus, both studies emphasize the rel-

evance of technology acceptance and application usability in cardiac care. Furthermore,

they also addressed the usability issue. The authors stress the significance of creating

user-friendly interfaces that are easy to use and promote pleasant user interaction. This



A Persuasive mHealth Application 97

strategy is consistent with our research, which also assessed the developed applica-

tion’s usability. To improve patient adherence and engagement outcomes, it is crucial

to consider technology acceptance and usability when developing and implementing

applications in cardiac care, as demonstrated by the results of this study and those of

Ramachandran et al. [37].

Notably, not every intended PSD feature could be implemented during the application

development process. It was not possible to create a ranking system, send out reminders,

or integrate gamification for patients using stars and badges. These limitations arose

because the focus of usability tests was aimed at professionals at this stage. Regarding

what was intended in the methodology, the principles of supporting the primary task and

supporting the system’s credibility were thoroughly covered. Nonetheless, it is recom-

mended that the postoperative phase of cardiac procedures be tailored into the categories

of young and elderly adults to provide pertinent functionality for these various groups,

which have different profiles, to further improve the persuasive components.

The necessity for a more detailed evaluation of adherence to the developed applica-

tion in future research is crucial. While the current results indicate positive user reception

and significant engagement with the application, a thorough examination of its effective-

ness in enhancing therapeutic adherence, particularly using patient samples, is needed. In

this vein, the study by Al-Arkee et al. [38] underscores the effectiveness of mobile appli-

cations in improving medication adherence for cardiovascular diseases. Their review,

which included 16 randomized controlled trials, found that nine trials showed a statisti-

cally significant increase in medication adherence in the intervention group. Moreover,

a meta-analysis of six trials indicated that mobile app-based interventions had a posi-

tive and significant impact on medication adherence, though no significant correlation

was found between the duration of application use and therapeutic adherence outcomes.

This parallels the findings of the current study, both underscoring the critical role of

therapeutic adherence in cardiovascular diseases and the potential of mobile applica-

tions to enhance it. These studies lay a strong foundation for future research aimed

at assessing the effectiveness and adherence to the developed application, as well as

exploring additional methods to increase therapeutic adherence and improve cardiovas-

cular treatment outcomes. Additionally, this research contributes to the growing body of

scientific evidence supporting the use of persuasive technology and Persuasive System

Design (PSD) in facilitating behavior change, underscoring their value and necessity in

healthcare interventions.

Regarding the study’s limitations, it is stated that the initial pilot application will

require future improvements, as the needs of professionals and patients may change

over time. Furthermore, this study did not evaluate usability from the patient’s point of

view, and future work is recommended. Additionally, since this study was developed in

Brazil, there might be cultural variations in the application’s content and user interface.

Finally, the selection technique used to obtain the sample was non-probabilistic for

convenience, resulting in a small sample size (n = 18).

6 Conclusion

The noteworthy research findings show that users were highly satisfied with the

developed application, which prioritized usability and interface design.
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The outcomes of this study show that success in prioritizing usability and user

experience can be achieved when developing health-related mobile applications using a

user-centered persuasive systems design approach.

Finally, it is desirable to conduct clinical trials to investigate the application’s poten-

tial benefits in reducing postoperative complications and improving health outcomes.

These studies will allow for a more in-depth assessment of the clinical impact of the

application, providing robust scientific evidence and contributing to its validation as an

effective tool in the context of postoperative cardiac procedures. Based on the results

obtained, it will be possible to identify new opportunities for improvement and devel-

opment of additional resources, consolidating the application as a comprehensive and

efficient solution for patients and healthcare professionals

Disclosure of Interests. The authors have no competing interests to declare that are relevant to

the content of this article.
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Abstract. The objective of this study was to evaluate the effectiveness of robot-

assisted lower-limb rehabilitation on balance in stroke patients and to explore the

covariates associated with these effects.

A systematic literature search was carried out in four databases (MEDLINE

(Ovid), CINAHL, PsycINFO, and ERIC) for studies published from inception to

25th of March 2022. Studies on robot-assisted lower-limb rehabilitation with a

randomized controlled trial (RCT) design, participants with stroke, a comparison

group with conventional training, and balance-related outcomes were included.

Studies were assessed for Cochrane Risk of Bias 2 and quality of evidence. Meta-

analysis and meta-regression were performed.

A total of 48 (RCT) with 1472 participants were included. The overall risk of

bias in the included studies was unclear (n = 32), high (n = 15) or low (n = 1).

Compared to conventional rehabilitation, robot-assisted lower-limb rehabilitation

interventions were more effective for balance improvement (Hedges’ g = 0.25,

95% CI: 0.10 0.41). In meta-regression, a relationship between the training effect

was observed with the time since stroke, explaining 56% of the variance (p =

0.001), and with the ankle robots, explaining 16% of the variance (p = 0.048). No

serious adverse events related to robot-assisted training were reported.
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Robot-assisted lower-limb rehabilitation may improve balance more than con-

ventional training in people with stroke, especially in the acute stage. Robot-

assisted lower-limb rehabilitation seems to be a safe rehabilitation method for

patients with stroke. To strengthen the evidence, more high-quality RCTs with

adequate sample sizes are needed.

Keywords: Robotics · Lower extremity · Exercise · Stroke Rehabilitation ·

Postural Balance · Meta-Analysis

1 Introduction

Stroke is one of the main causes of disability [1], with motor impairment being the most

common [2]. Since stroke may affect the visual, vestibular, and somatosensory systems,

balance impairments are common after stroke [3]. These impairments increase the risk

of falls, with 73% of patients with stroke falling in the first year [4]. Poor balance impairs

independent living and daily activities and increases the fear of falling in patients with

stroke [3].

Robot-based neurorehabilitation is a rapidly growing field that uses robots to treat

neurological injuries [5]. Systematic reviews have indicated that robot-assisted reha-

bilitation has more positive outcomes for stroke patients in improving walking and

motor recovery than conventional training [6, 7]. Robotic devices can be classified into

exoskeletons, end effectors, and upper- and lower-limb robots [8]. Exoskeletons (e.g.

Lokomat) uses programmable drives or passive elements to move a patient’s knees and

hips during gait [9]. End-effector-type devices (e.g., Gait Trainer) have footplates that

mimic the stance and swing phases of gait [9]. Other robots for lower-limb rehabilitation

include ankle robots [10] and robotic mobile devices [11, 12].

Previous review studies on robot-assisted lower-limb stroke rehabilitation have

focused on gait outcomes. A Cochrane review [7] found that combining automated elec-

tromechanical and robot-assisted gait training with conventional physiotherapy increased

the odds of independent walking and walking speed, but not walking capacity in a 6-min

walk. This type of training may be beneficial during the acute rehabilitation phase [7].

A few review studies [13–18] have examined the outcomes of balance. Zheng et al.

[13] studied the effects of robot-assisted therapy on the balance of patients with stroke.

Separate meta-analyses of the Berg Balance Scale (BBS) and Fugl-Meyer balance scale

scores showed that robot-assisted therapy was more effective than conventional treat-

ment, with the exception of the Timed Up and Go test (TUG). The effects were not

influenced by the type of robotic device or if robot-assisted therapy was combined with

other interventions. A single meta-analysis that combined all balance outcomes was not

conducted.

The most recent systematic review and meta-analysis by Loro et al. [14] found that

compared with conventional training, the Berg Balance Scale results improved more in

patients who received robot-assisted gait training, but TUG test results did not differ

between groups. The results of different balance measures were not included in the

analyses. Meta-regression was restricted to intervention-related factors, and a longer

treatment duration was associated with better balance (TUG).
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To the best of our knowledge, in studying the effects of robot assisted training

on balance in people with stroke, no previous meta-analysis of randomized controlled

trials (RCT) has investigated the effects of all kinds of lower-limb robotic training but

limited mainly to gait training only. Previous meta-analyses did not pool different balance

measures in the same analysis, leading to a limited number of studies included in the

main analysis. Therefore, the aim of this systematic review and meta-analysis was to

provide new and more extensive information about the effectiveness of robot-assisted

lower-limb rehabilitation on balance in people with stroke and explore the association

of covariates with this effect.

The following questions were addressed: 1) Does the effect of robot-assisted lower-

limb rehabilitation differ from that of conventional rehabilitation on outcomes measuring

balance in persons with stroke? 2) Are study factors, such as personal, clinical, or inter-

vention characteristics, associated with the effects of robot-assisted rehabilitation on

balance?

2 Methods

The protocol for this systematic review was registered in PROSPERO (CRD

42022319241). Reporting followed the PRISMA guidelines [19] (Supplementary

Material).

2.1 Data Sources and Searches

The first phase of a systematic literature search was conducted in a larger project that stud-

ied the effectiveness and meanings of robotics, virtual reality, and augmented reality in

medical rehabilitation [20]. The National Library of Medicine (MEDLINE), Cumulative

Index to Nursing and Allied Health Literature (CINAHL), Psychological Information

Database (PsycINFO), and Education Resources Information Center (ERIC) databases

were searched from inception to November 12, 2019. An updated search was conducted

after this review was registered from the same databases for studies published between

August 2019 and March 25, 2022. The search strategy used either MeSH or keyword

headings related to therapies and rehabilitation, robotics, robotic devices, and RCT study

design. The search strategy for the Ovid MEDLINE database is presented in Supple-

mentary Material. In addition, reference lists of previously published systematic reviews

were searched to identify potential publications not included in the database search.

2.2 Study Selection

The screening for this review was performed in two phases. The first phase served the

larger project with wider scope [20] and included a screening of potential studies using

the PICOS (patient, intervention, comparison, outcome, study design) framework as fol-

lows: P) Adults or children requiring medical rehabilitation, I) Any type of robotic device

designed for rehabilitation purposes, C) Conventional rehabilitation, wait-list-control,

or other training modality different from experimental group, O) Body functions and
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structures, activities, or participation according to International Classification of Func-

tioning, Disability and Health (ICF), or quality of life, and S) RCT or crossover RCTs.

The second phase was carried out after the updated search with more specified PICOS

criteria to identify eligible studies of interest in this particular review: P) Adults (18 years

of age or older) with stroke requiring medical rehabilitation, I) Any type of rehabilita-

tion and physiotherapy intervention including lower-limb robotic device designed for

rehabilitation purposes, C) Conventional rehabilitation and physiotherapy intervention

without the use of a robotic device, O) Validated and standardized measures of balance,

S) RCTs and crossover RCTs. Studies focusing on patients with other neurological dis-

orders, comparing robot-assisted interventions with other robotic training modalities,

and studies reporting only self-reported measures of balance (e.g., balance confidence)

were excluded.

Two researchers (AK, SH, RY, MK, OI, and EA) independently screened the study

titles and abstracts according to the inclusion criteria using Covidence [21]. After the

completion of title and abstract screening, two researchers (AK, MK, SH, RY, EA,

and OI) independently evaluated potential studies in the full-text phase by applying the

inclusion criteria and reporting the reasons for exclusion of ineligible studies. A third

reviewer (EA) evaluated the studies in case of disagreement.

2.3 Data Extraction and Quality Assessment

Data extraction was performed in Covidence according to the pre-determined format to

report participants, interventions, and outcomes of the studies included in the review

(Supplementary Material). Twelve original researchers were approached via email

because of inadequate outcome data (emails were sent no more than three times), of which

six researchers responded and provided the requested outcome data (Supplementary

Material).

The Cochrane Risk of Bias 2 tool (RoB 2) [22] was used for the quality assessment of

the included studies. Two researchers (RY, AK, MK, and OI) independently performed

data extraction and quality assessment, and a third reviewer (EA) evaluated the studies

in case of disagreement. If applicable, the previously published protocols and registry

records of the included studies were retrieved to assess the risk of bias.

2.4 Data Synthesis and Analysis

The results of all eligible studies were pooled in a meta-analysis to provide an overall

estimate of the effect of robot-assisted lower limb rehabilitation. Balance improvement

was the primary measure of the treatment effect. The outcomes of balance were priori-

tized according to validity and reliability to combine the results from the studies in the

analysis. A priority list of the chosen balance outcomes and the rationale thereof are

provided in Supplementary Material. If the direction of the values differed, the values

of each outcome variables were multiplied by −1 when needed so that the higher val-

ues reflected in the same direction in the analyses [23]. Only the first part of the trial

was analyzed if the study used a randomized controlled crossover design. In the meta-

analysis, the mean and standard deviation (SD) post-treatment values of continuous

outcomes were obtained to calculate the intervention effect size (Hedges’ g) and 95%
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confidence intervals (CI) between the groups. The scale of Hedges’ g was interpreted

as follows: 0.20 to less than 0.50 was considered a small effect, 0.50 to less than 0.80

was considered a medium effect, and >0.80 was a large effect [24]. A random-effects

model with restricted maximum-likelihood estimation was used in the meta-analysis

because effect sizes are independent across studies, and it was hypothesized that effect

size would vary across the populations tested. We computed the test of heterogeneity

using a Q-test to confirm that the study effect size varied across samples, and the I2

index was used to compute the variance explained by this heterogeneity. Bias caused by

selective publication within studies was evaluated by assessing the funnel plot of the trial

mean differences for asymmetry [25]. Effect sizes, corresponding variances and funnel

plots were computed with Metafor package for R [26] and forest plots with forest plot

package for R [27].

Meta-regression analysis was conducted with Metafor package for R. We computed

Univariate Mixed effects model with intercept and restricted maximum-likelihood esti-

mation to investigate whether certain study or clinical characteristics explain the pro-

portion of the variance in the observed effect in the meta-analysis. Overall, 10 different

covariates were analysed in relation to the quality of the study (risk of bias), content of

intervention (study duration, number of training sessions per week, time of one training

session, weekly total intensity of training, type of limb robotic device, robotic training

alone or combined with conventional training), and clinical characteristics of rehabili-

tees (age, female sex in percent, time since stroke in months, and mean score of baseline

Berg Balance Scale). Heterogeneity accounted for by the covariates was measured using

(pseudo) R2 [28].

The certainty of evidence according to the outcomes and meta-analysis was evaluated

using the Grading of Recommendations, Assessment, Development, and Evaluation

(GRADE) guideline [29]. The quality of evidence was classified as high (i.e., further

research is unlikely to change our confidence in the effect estimate), moderate (i.e.,

further research is likely to have an important effect on our confidence in the effect

estimate), low (i.e., further research is highly likely to have an important effect on our

confidence in the effect estimate), or very low (i.e., any estimate of the effect is highly

uncertain).

3 Results

3.1 Study Selection

Database searches generated 2099 studies (Fig. 1). After the removal of duplicates and

exclusion of irrelevant studies in two phases, first, according to the PICOS criteria of the

larger project and second, the PICOS criteria of this review, 48 RCTs were included in the

review and 41 were included in the meta-analysis. A list of excluded studies is provided in

Supplementary Material with references and justifications for exclusion. All the included

studies were published in English between 2006 and 2021. Detailed characteristics of

the studies in the narrative synthesis (n = 48) are provided in Supplementary Material.
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Fig. 1. Prisma flow diagram

3.2 Study Characteristics

Participants. A total of 1472 participants were involved in included studies. The sample

sizes ranged from 6 to 37 in the experimental groups (mean: 15.39 ± 6.55 participants)
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and from 6 to 30 in the comparison groups (mean: 14.96 ± 5.77). The mean age of the

participants ranged from 44 to 76 years (mean: 59.87 ± 6.01 years). The percentage of

women in the study group ranged from 0 to 64%. The mean time since stroke ranged

from 11 days to 10 years (mean: 24.66 ± 33.67 months). More participants with ischemic

stroke (67%) than with hemorrhagic stroke were involved. The type of stroke was not

reported in 7 studies. Participants’ functional ability varied at baseline, with some studies

showing that all participants were able to walk and ambulate independently, while others

had no participants who could walk without personal assistance.

Interventions. The duration of interventions ranged from 2 weeks to 20 weeks (mean: 5

± 3 weeks). The most frequently used intervention duration was 4 weeks. The frequency

of training ranged from twice a week to seven times a week (mean: 4 ± 1 times a week)

and one session lasted 20–105 min (mean: 51 ± 25 min). The interventions were carried

out in rehabilitation units and clinics (n = 17), hospitals and medical centres (n = 24),

outpatient clinics (n = 3), or at home (n = 1). In three studies, the settings were not

designated. Exoskeleton-type robotic devices were used in 34 studies, with Lokomat used

in 13 studies. The other robotic devices used were end-effectors (n = 5), robotic ankle

(n = 6), and robotic mobile devices (n = 3). In 21 studies, robot-assisted lower limb

rehabilitation was offered with conventional rehabilitation or physiotherapy. Twenty-

three studies had a follow-up period after intervention. Descriptions of the robot-assisted

training protocols and devices are provided in Supplementary Material.

Comparisons. In 47 studies, the comparison groups underwent regular physiotherapy

or conventional gait training. In one study, the control group underwent exercise training

at home. Most often, comparison groups focused on gait training; however, in some

studies, stretching and functional training were used for comparison. In all the studies,

the training amount was similar between the comparison and intervention groups.

Outcomes. Balance was assessed using several measures. The results of the Berg Bal-

ance Scale (n = 35), Tinetti Balance Test (n = 3), and Timed Up and Go test (n = 9) were

used in the studies included in the meta-analysis. One study assessed balance using the

Sensory Organization Test (SOT), but this study was not included in the meta-analysis as

balance was measured with laboratory devices. Thus, combining SOT with other balance

measures was not considered appropriate for this meta-analysis.

3.3 Methodological Quality

The overall risk of bias in the included studies was unclear (n = 32), high (n = 15), or

low (n = 1) (Fig. 2). The risk of bias in selective reporting was unclear in 41 studies

(85%), high in five studies (11%), and low in two studies (4%). A funnel plot (Fig. 3) did

not show any clear evidence of publication bias. The certainty of the evidence estimated

using GRADE was considered low. The GRADE level was downgraded due to several

studies with unclear or high risk of bias and inconsistency related to the heterogeneity

of the original studies. The GRADE assessment is presented in ‘Summary of Findings’

-table. The risk of bias assessment of each included study as well as the ‘Summary of

Findings’ -table are provided in Supplementary Material.
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Fig. 2. Risk of Bias (%, intention-to-treat)

Fig. 3. Funnel plot

3.4 Effectiveness of Robot-Assisted Lower-Limb Rehabilitation on Balance

When comparing robot-assisted lower-limb rehabilitation to conventional rehabilitation

methods in stroke patients, robot-assisted training showed a significant effect on the

improvement of balance (Hedges’ g = 0.25, 95% CI 0.10 to 0.41, 1192 participants,

41 studies; low-quality evidence) (Fig. 4). The level of statistical heterogeneity in the

overall analysis was moderate (I2
= 42.7%).
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3.5 Meta-regression

In meta-regression (Table 1), a relationship between the robot-assisted training effect and

time since stroke was observed, explaining 56.0% of the variance of observed balance

and indicating that the shorter the time in months since the stroke event, the greater the

improvement in balance scores in the robot-assisted group compared with the conven-

tional training group (point estimate −0.007; 95% CI, −0.012 to −0.003; p = 0.001)

(Fig. 5). A relationship was also observed between the robot-assisted training effect

and ankle robots, explaining 16.3% of the variance of observed balance (point estimate

0.552, 95% CI: 0.004 to 1.100, p = 0.048), indicating that more improvement in balance

was achieved with ankle robots than with other types of robotic devices.

Fig. 4. Estimated effect of robot-assisted lower-limb rehabilitation (solid line) with 95% CI

(dashed lines) according to time since stroke in months.

3.6 Adverse Events

Six of the 48 studies reported adverse events related to robot-assisted lower-limb reha-

bilitation. These events were mild, and no study reported serious adverse events. In a

study by Calabro et al. [30], seven out of 20 patients in the experimental group expe-

rienced mild skin irritation and shank strap locations at the thigh. Hornby et al. [31]

reported that two participants out of 24 dropped out because of leg pain during robotic

training and one participant experienced pitting edema. In a study by Sczesny-Kaiser

et al. [32], one of nine patients discontinued robot-assisted intervention due to intensive

fatigue after each training session. In a study by Kang et al. [33], one person in the robot

training group had recurrent skin problems and experienced skin abrasion in the tribal
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Fig. 5. Forest plot
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Table 1. Results of the Meta-regression Analysis on Covariates Concerning the Study Factors

and the High Risk of Bias domains

Covariates

Estimated 

Effect Size SE Lower CI Upper CI P R2 (%)

Study factors

Age (years) 0.018 0.013 -0.008 0.044 0.181 4.6

Female (%) 0.012 0.006 -0.001 0.024 0.068 22.0

Time since stroke (months) -0.007 0.002 -0.012 -0.003 0.001 56.0 **

Intervention duration (weeks) -0.040 0.030 -0.098 0.019 0.182 4.5

Number of sessions per week 0.041 0.070 -0.096 0.178 0.557 0.0

Session duration (min/session) 0.000 0.003 -0.006 0.007 0.954 0.0

Intervention volume (min/week) 0.000 0.001 -0.001 0.001 0.943 0.0

Type or interv.     Robotic exercise Ref.

Robotic in addition to other exercise -0.034 0.162 -0.351 0.283 0.834 0.0

Type of robots      Other robotic types Ref.

Exoskeleton -0.285 0.181 -0.639 0.070 0.115 10.1

End-effector 0.120 0.230 -0.332 0.571 0.603 0.0

Ankle 0.552 0.280 0.004 1.100 0.048 16.3 *

Robot mobile devices -0.211 0.576 -1.340 0.917 0.714 0.0

Berg Balance Scale at baseline (points) -0.011 0.007 -0.024 0.002 0.099 9.4

High Risk of Bias

Overall -0.285 0.156 -0.590 0.020 0.067 13.2

Randomization process -0.028 0.309 -0.635 0.578 0.927 0.0

Deviations from intended interventions -0.177 0.181 -0.532 0.178 0.330 0.0

Missing outcome data -0.259 0.216 -0.683 0.165 0.231 1.6

Measurement of the outcome - - - - - 0.0

Selection of the reported result -0.327 0.314 -0.942 0.288 0.298 0.0

SE: Standard Error; CI: 95% Confidence Interval 

* <0.05; ** <0.01

area. Palmcrantz et al. [34] reported that six persons experienced adverse events related

to robotic training, including occasional transient redness or abrasion of the skin and

discomfort or pain related to pressure from the HAL suit, attached shoes, or electrodes.

In a study by Louie et al. [35], one person reported knee pain while wearing the robotic

device, and three experienced transient pain or discomfort while using the exoskeleton. It

did not affect their intervention adherence and could be resolved through device sizing

adjustments. No adverse events occurred during robot-assisted training in 24 studies,

and information related to adverse events was not provided in 18 studies.

4 Discussion

This systematic review and meta-analysis assessed the effectiveness of robot-assisted

lower-limb training interventions on balance compared to conventional rehabilitation

protocols in people with stroke. Robot-assisted interventions had a small, significant

effect on balance (Hedges’ g 0.25) [24]. The methodological quality of the studies was

unclear and the evidence (GRADE) was low. Meta-regression showed that robot-assisted

lower-limb rehabilitation was most effective in the early stages of rehabilitation and the

sooner after stroke onset, the more significant the improvements. Ankle training robots

may be the most beneficial, but the evidence is uncertain due to the small number of

studies (n = 6). To the best of our knowledge, this is the largest review on this topic, with

41 RCTs and 1192 participants in the quantitative synthesis. We studied factors related

to interventions, population, and study quality. Our intervention included all types of

lower-limb robotic training and balance assessment combined with different measures

based on a priority list. This study also reported adverse events from lower-limb robotic

training and used GRADE to assess the evidence certainty.
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Previous studies have shown that improvements in balance performance using con-

ventional balance training interventions can be achieved at all stages of stroke rehabil-

itation, even more than 10 years post-stroke [36]. Based on our results, it appears that

beneficial changes in the balance of stroke patients can be achieved with robot-assisted

interventions. Similar findings were also reported in the Cochrane review [7] where

the authors found that robot-assisted gait training may be more effective in enhancing

walking-related outcomes in the acute stages of stroke rehabilitation in comparison to

the chronic stages. Furthermore, the study revealed that using end-effector type devices

for training exclusively resulted in significant improvements in gait speed and walk-

ing capacity for stroke patients, as opposed to conventional training methods [7]. Our

review’s findings suggest that the effect size for was higher also for balance outcomes of

patients in the acute phase compared to those in the chronic phase. However, the effect

sizes were not affected by whether the exoskeleton or end-effector type of robot was

used.

The results of our study are mainly in line with those of other studies [13, 14] assessing

the effectiveness of robot-assisted lower-limb rehabilitation on balance in patients with

stroke, indicating that significant improvements in balance outcomes can be achieved

with robot-assisted lower-limb training protocols. In our study, all suitable outcomes

were included in the same meta-analysis; therefore, the results are not fully comparable

with those of earlier studies [13, 14], which conducted independent meta-analysis for

different outcomes of balance. However, the interpretations appear similar.

We conducted a meta-regression analysis to explore the association with the effects

of covariates that were not investigated in previous studies. Our study differed from the

previous meta-regression on this subject by Loro et al. [14], which focused on factors

related to intervention protocols. They found an association between TUG results and

treatment duration, indicating that the longer the robotic treatment phase, the greater the

improvement in the TUG results. However, in our study, the effect sizes were not affected

by any of the intervention-related covariates, such as treatment duration. It should be

noted that Loro et al. [14] included only patients recovering from their first-ever stroke

event, whereas our study also included recurrent events. Nevertheless, the results of

our study did not provide clear answers regarding which training duration or intensity

was the best for balance improvement. Future research should investigate the effects of

different robotic training protocols to provide professionals important information for

clinical settings.

Our study showed that the shorter the time since stroke, the greater the improvement

in balance scores in the robot-assisted group than in the conventional training group.

This suggests that robot-assisted training could be a useful alternative for individuals in

the early phases of rehabilitation. Our meta-regression results also showed that baseline

balance test scores and participant age did not affect the effect sizes of the analysis,

indicating that robot-assisted training may be an option for people of different ages and

levels of balance ability. Additionally, the results did not differ whether robotic training

was the only training method or combined with some conventional training methods,

contradicting the statement by Loro et al. [14] that a combination of robot-assisted gait

training and conventional training is the most effective. Our findings suggest that the

level of risk of bias in the original studies did not influence the results.
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Robot-assisted training may be more beneficial than conventional training in improv-

ing balance in persons with stroke because it enables higher-intensity training, especially

for most disabled patients [5]. Additionally, it may be beneficial for early retraining

after stroke, when there is maximum plasticity and potential for recovery [37]. This may

explain why robot-assisted training seems to improve balance and gait abilities more

than conventional training, especially during the acute phase of recovery [7].

Previous reviews of robotic lower-limb rehabilitation in stroke patients have not

reported any adverse events. Our study found that these events were mild and rarely

reported, indicating that robotic lower-limb devices are generally safe for most patients

with stroke. No adverse events occurred in 24 of the 48 studies included in the review.

Six studies reported adverse events mostly related to skin irritation, discomfort, or pain

during training. Many of these issues can be prevented by properly adjusting the robotic

device before training.

4.1 Study Limitations

This review has some limitations that should be considered when interpreting the results

and generalizability of the evidence. The quality assessment revealed several ratings of

unclear and high risk of bias in the included studies, which led to the downgrading of

the evidence quality. Almost all the studies had some concerns in the selection of the

reported results’ domain in the RoB 2 tool due to the lack of registration of the original

study. One potential methodological limitation in these studies is the inability to blind

participants and therapists, which may lead to performance bias [3]. Funnel plots were

visually inspected and no clear evidence of publication bias was observed.

Statistical heterogeneity was present in the meta-analysis conducted for this review,

which was one reason for downgrading the GRADE quality of evidence. There were

many potential sources of heterogeneity among the included studies. Participant charac-

teristics such as age, time since stroke event, stroke type, and severity of impairment at

baseline differed widely across the studies. In addition, the use of robotic devices, dura-

tion and intensity of interventions, comparison training procedures and settings varied,

and whether robot-assisted training was combined with other training. One limitation is

the small sample sizes in the included studies; in many cases, the sample sizes were less

than 20 in the experimental and comparison groups. Because of some methodological

limitations and heterogeneity in the included studies, the certainty of the evidence is

low, and more high-quality RCTs with adequate sample sizes are needed to improve the

quality of evidence on this subject.

The challenge in studying the effects of robotic training is the rapid development

of technology in relation to the slow production of effectiveness information. Newer

technology may have different effects or disadvantages. On the other hand, it can be

assumed that with the development of technology and professional competence, the

goal is to improve the rehabilitation process.

4.2 Conclusions

The results of this systematic review and meta-analysis show that robot-assisted lower-

limb rehabilitation may improve balance more than conventional training in stroke
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patients, especially in the early stages of rehabilitation. Robot-assisted lower-limb reha-

bilitation also seems to be a safe rehabilitation method for stroke patients. This evidence

suggests that physiotherapists and other rehabilitation professionals may consider robot-

assisted lower limb rehabilitation as a useful rehabilitation method for improving balance

in patients with stroke. However, more high-quality RCTs are required to strengthen this

evidence.
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Abstract. Children with attention and executive function disabilities often have a

long-lasting need for rehabilitation to support their functional ability. Yet the avail-

ability of rehabilitation services is insufficient, regionally unevenly distributed, and

unequal in terms of access to rehabilitation. There is a need for easily accessible

services. In this paper, we present the VREALFUN project where the major aim

is to develop a novel Virtual Reality (VR) rehabilitation method for children with

deficits in attention and executive functions. This ongoing Randomized Control

Study (RCT) includes two arms, one in children with attention deficit hyperactiv-

ity disorder (ADHD) and the other in children with mild to moderate traumatic

brain injury (TBI).

Keywords: Virtual Reality · Attention · Executive Functions · Rehabilitation ·

Child

1 Introduction

Children with attention deficit hyperactivity disorder (ADHD) and traumatic brain injury

(TBI) often have deficits in their attention and executive functions causing disability in

daily living. Many of these children need long-lasting rehabilitation, and there is a
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growing demand for effective, cost-efficient, and feasible rehabilitation interventions

where the training is targeted to support the everyday life functional ability of these

children. Combining metacognitive skills and strategy training with skill practice seems

to support everyday performance better [1]. Also, teaching parents to interact with their

children more positively seems to promote their children’s self-regulating ability [2, 3].

There is accumulating evidence that virtual reality (VR) can be effective in the

rehabilitation of cognitive functions in children with ADHD [4, 5]. Also, VR in the

rehabilitation of cognitive functions in adult patients with TBI has given some support

[6], but in children with TBI the effectiveness of such a treatment method is still poorly

understood. VR offers opportunities to build digitalized environments emulating situ-

ations where daily life attention and executive function deficits are manifested and to

train skills helping to manage such challenging situations. In VR, it is also possible to

expose the child to many repetitions in a highly motivating way which boosts learning

of new skills.

In this registered (ClinicalTrials.gov, trials 206/2021 and 206/ 2021) randomized

control study, the major aim is to develop and assess the feasibility of a novel reha-

bilitation method for children with deficits in attention, activity control and executive

functions by using a virtual environment that corresponds to typical everyday life situ-

ations. Head-mounted displays (HMD) are used to present the tasks, and the levels of

difficulty are adjusted according to the child’s progress. The VREALFUN project con-

sists of two RCT studies related to VR rehabilitation of attention and executive function

deficits: S1) one conducted in children with ADHD and; S2) the other in children with

mild to moderate TBI. After these two pilot studies, a national multicenter study with

larger study groups will be set up.

We expect that; 1. Intensive training improves the attention regulation, activity con-

trol skills, and executive functions of the children in the intervention group; 2. Training

of executive skills with motivating tasks in a virtual environment that is built to meet

challenging everyday life situations transfers to the child‘s everyday life and; 3. The

duration of the training effect does not depend on the success of the VR training itself,

but on how well the child adopts new strategies that make everyday life easier and how

the guardian is able to support the child’s positive behavior in everyday life.

2 Subjects and Methods

This is a multidisciplinary project performed in collaboration with three faculties of the

University of Oulu (Faculties of Medicine, Education and Psychology, and Information

Technology and Electrical Engineering), two clinics of the Oulu University Hospital

(Paediatric Neurology and Child Psychiatry Units), and researchers from the University

of Helsinki, Helsinki University Hospital and Aalto University.

Two VREALFUN studies on VR rehabilitation in 8–12-years old Finnish-speaking

children with ADHD and TBI are initiated in January 2024 and will be completed by

the end of 2025. The Northern Ostrobothnia Regional Ethics Committee has approved

the project plan on 30th August 2022 (EETTMK: 64/2021). The Wellbeing Services

County of North Ostrobothnia has admitted research permission for this study on 23rd

June 2023.
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2.1 Participants

Eighty-eight children from the pediatric neurology and child psychiatry units of the Oulu

University Hospital will be recruited for the ADHD study (S1) based on the informed

consent of the guardian and the child, and randomized in three parallel intervention

groups A, B, and C, and a treatment-as-usual (TAU) control group D (see below for a

detailed description of the groups) with an allocation ratio 1:1:1:1. For the TBI study

(S2) 44 children will be recruited, including one intervention group A and a TAU control

group D, each of 22 children ( an allocation ratio 1:1). Randomization will be performed

by sealed envelopes and the randomization code will be released only after a baseline

measure. The number of participants is based on sample size calculations for limited effi-

cacy and effectiveness testing, with an expected meaningful training-induced behaviour

change of 1 standard deviation mean difference between groups. The mean total score

in the Behaviour Rating Inventory of Executive Function, Second Edition (BRIEF 2), is

50 and the standard deviation is 10 [7]. When considering that 10 would be a clinically

significant difference in means, with a power of 80% and a statistical significance thresh-

old of 0.05 the estimated sample size was 17 children per group. To consider possible

dropouts of 20%, a total of 22 children will be recruited per group.

Patients in the control group are stratified to those in the intervention group for diag-

nosis (ADHD or TBI), age, sex, and very preterm birth status (< 32 weeks of gestation).

Inclusion criteria in the ADHD group are the diagnosis of ADHD (ICD-10 F90.0) and

methylphenidate medication; and in the TBI group, mild to moderate traumatic brain

injury (ICD-10: S06.0-S06.6 and S06.8-S06.9, and criteria defined in the Current Care

Recommendation 2021), and the challenges of attention and executive functions identi-

fied in the assessment of a neuropsychologist/experienced psychologist, as well as age

8–12 years and Finnish as a native language in both groups. The exclusion criteria in both

groups include sensitivity to flashing light, epilepsy (ICD-10 G40), mental retardation

(ICD-10 F70-F79), pervasive developmental disorders (ICD-10 F84), inflammatory dis-

eases of the central nervous system (ICD-10 G00-G09), severe CP syndrome (ICD-10

G80), brain tumour, and twins/triplets, etc. In the ADHD group, TBI is also an exclusion

criterion.

2.2 Procedure

The VREALFUN study set-up and methods are presented in Fig. 1 including four

research visits: Baseline measure and three follow-up measures at 4–6 weeks, 6 months,

and 12 months. The research methods are similar in ADHD and TBI cohort studies

of which the ADHD cohort is randomized into four groups. In group A, children play

the HMD-EPELI game and guardians get guidance to positive behavioural support and

the introduction of a reward system (parental guidance); in group B the intervention

is parental guidance only and no HMD-EPELI game is deployed; in group C children

play the HMD-EPELI game only and no parental guidance is deployed. These inter-

ventions are described in more detail in Sect. 2.3 Intervention. Group D is a control

group where children follow their rehabilitation plan drawn up in specialized medical

care (treatment-as-usual). The TBI cohort with a smaller number of eligible patients is

randomized into two groups (group A: HMD-EPELI game and parental guidance, and
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group D: treatment -as usual). In all intervention groups (A, B, C) children may also

receive conventional forms of rehabilitation or treatment, as planned in their rehabili-

tation plan, and no therapy or rehabilitation is discontinued because of the intervention

offered in this VREALFUN study.

At the pretest and each follow-up visit, the neuropsychologist conducts the following

neuropsychological examinations on children of all groups: The Conners Continuous

Performance Test 3rd Edition (Conners CPT3) [8] which is a computerised attention

task; n-back-test for working memory, and a virtual Executive Performance in Everyday

Living (EPELI) task [9, 10] to measure the effectiveness of executive functions, time

management, behaviour, task planning, memorization, and sensitivity to distractions.

Furthermore, at each visit, the children in all research groups (A, B, C, D) are requested

to fill out questionnaires about the functional ability of the child and the amount of pos-

itive feedback given by the guardians to the child (EPELI Questionnaire- child report,

drawn up for this research), satisfaction with the assessment, and feelings of nausea

and presence after playing the EPELI task using HMD and a hand controller as well as

a questionnaire for measuring quality of life ( KINDL-R Questionnaire for Measuring

Health-Related Quality of Life in Children and Adolescents Revised Version, self-report)

[11]. Guardians in groups A, B, C, and D are also requested to fill out the EPELI Ques-

tionnaire (parent report) and KINDL-R (parent version). Furthermore, they are asked to

fill out questionnaires regarding the child´s executive function (BRIEF 2, parent form [7])

and ADHD symptoms (ADHD-rating scale IV (ADHD-RS), parent report) [12]. After

each research visit based on the consent of the guardian the child´s teacher is sent BRIEF

2 (teacher form) and Concentration questionnaire [13] (in Finnish: Keskittymiskysely)

which is an assessment of attention and executive function difficulties.

2.3 Intervention

There are three different intervention groups in the ADHD study where either the

child plays the HMD-EPELI game (group C), the guardian gets guidance on positive

behavioural support and use of a reward system (Group B), or both (Group A). In the

TBI study there is one intervention group where the guardian gets parental guidance,

and the child plays the HMD-EPELI game (group A) (Fig. 1). During the intervention

period, guardians fill out a rehabilitation diary prepared for this study.

During the first research visit guardians in intervention groups A and B get guid-

ance from the neuropsychologist on the use of self-care programs on the Health Village

website on children’s challenging behaviour, positive behavioural support, and the intro-

duction of a reward system (https://www.mielenterveystalo.fi/fi/omahoito/lasten-haasta

van-kaytoksen-omahoito-ohjelma). On this website, there is information on how to sup-

port the child‘s positive behaviour and use a reward system as well as rehearsals for

the guardians on these topics. The guardians can return to these pages anytime they

want to. A rehabilitation diary developed for this study will be introduced including four

rehabilitation goals that are the same for all children of intervention groups of ADHD

(groups A, B, and C) and TBI (group A) (Fig. 1), as well as two individual rehabilitation

goals, which are defined together with the child and the guardian during the first research

visit. Guardians fill in the rehabilitation diary daily for the first four weeks, and then

once a week for five months, recording the actual activity of the child in accordance

https://www.mielenterveystalo.fi/fi/omahoito/lasten-haastavan-kaytoksen-omahoito-ohjelma
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Fig. 1. The VREALFUN study set-up methods

with the rehabilitation goals, the amount of positive feedback given to the child, and

the implementation of the rehabilitation plan drawn up in specialized medical care (e.g.,

occupational therapy sessions and any other rehabilitations, use of medication and possi-

ble changes in it). In addition, during the first research visit, the children of intervention

groups A and C in the ADHD study and group A in the TBI study will be instructed in the

use of the HMD-EPELI game under the supervision of the guardian for four weeks (five

days a week, 30 min/day). This game is a VR rehabilitation program where the child

rehearsals daily skills like homework and evening tasks in a virtual home environment

instructed by a virtual character. After each rehearsal session, the child gets feedback

in the form of a scoreboard. According to the child‘s progress, the level of difficulty

is adjusted to keep rehearsal motivating. During the intervention period guardians also

record in the diary how the gaming succeeded on those days the child has played. Gaming

compliance is monitored through the server and guardians are reminded if necessary.

2.4 Research Ethical Considerations

In this study, research ethical principles are followed. Participation is based on volun-

tariness. The guardian and the child will be informed about the VREALFUN study in

written form, and they have the possibility to ask questions concerning this study. Partic-

ipation is based on informed consent and the participants can withdraw from this study

at any time without any reason. Withdrawal does not influence on child‘s treatment.

Information collected during research is confidential. This study does not cause any
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pain or harm to the child, nor does it disturb their daily life. If the child feels a headache

or nausea during the VR rehearsal, the child is instructed to stop playing. In the inter-

vention groups participation in this study requires the guardian’s commitment to home

rehabilitation and time resources when they are following the child’s rehearsal and/or

filling the rehabilitation diary. In the intervention groups participation in this study might

have some benefit, but not in the control groups during the research period. After the

last follow-up visit the guardians in the control groups have a chance to get guidance on

the use of self-care programs on the Health Village website about children’s challenging

behaviour, positive behavioural support, and the introduction of a reward system.

3 Results

As a part of this research project a new HMD-EPELI rehabilitation program has been

developed (implemented by Peili Vision Company, which is not a collaborative partner

of the research (http://www.peilivision.fi/)) as well as a rehabilitation diary to follow

changes in each child´s functional ability during the intervention period. The EPELI

diary will later be adapted into a mobile application for a digital care pathway. This

is an ongoing study, the recruitment process has been initiated, and the data will be

gathered by the end of 2025. Patients in the control group are stratified to those in the

intervention group for diagnoses, age, sex, and very preterm birth status (<32 weeks

of gestation) to control differences between groups other than the intervention. Other

confounding factors (individual rehabilitation and pharmacotherapy) are considered by

standardizing their effect in the analyses. The guardians of children in all intervention

groups record in the rehabilitation diary daily the time of taking medication to support the

child’s attention and the individual rehabilitation received by the child (e.g. occupational

therapy or neuropsychological rehabilitation). The results of RCT studies on ADHD and

TBI cohorts will be published in high-quality international scientific journals.

4 Discussion

The prevalence of ADHD among children and young people in the general population is

substantial, with 5–10% worldwide [14, 15]. However, the availability of rehabilitation

services is insufficient, regionally unevenly distributed, and unequal in terms of access

to rehabilitation. Attention difficulties, activity control and executive functions impair

the functional capacity of these children and significantly increase their risk of social

exclusion, academic underachievement, substance use, and co-morbidities including

psychiatric disorders. A thesis on 200 families with ADHD children [16] revealed that

families had unequal opportunities in getting support from educational, social and health

sectors, and there was one socially excluded person or someone at risk of social exclusion

in every third family. Furthermore, the Ministry of Education in Finland has estimated

that every socially excluded young person costs EUR 1.2 million e for society and

in Finland there are about 50,000 socially excluded people in the age groups between

15–29 years [17].

This VREALFUN study provides a potential to develop a novel VR-rehabilitation

method with lower requirements for wireless communication (merely a wireless

http://www.peilivision.fi/
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consumer-grade Pico Neo 3 Pro Eye) enabling broader applicability and affordabil-

ity. This project is linked to the strategic profiling 6 program of the University of Oulu,

6G-Enabling Sustainable Society (https://www.6gflagship.com/6gess/) that is based on

6G Flagship´s technological expertise to develop novel digital solutions for preventive

healthcare and evaluate their feasibility, cost-effectiveness and impact on people´s health,

lifestyles, and quality of life, and to develop virtual health care services involving dig-

ital care pathways, and implementation of novel health-related technologies. Thereby

this VREALFUN project will promote long-term sustainability by supporting four of

the sustainable development goals (SDGs) and their specified targets set by the United

Nations: SDG3, good health and well-being (3B); SDG4, quality education (4.3); SDG5,

gender equality; and SDG10, reduced inequalities.
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Abstract. In recent times, several studies have presented single-
modality systems for non-contact biosignal monitoring. While these sys-
tems often yield estimations correlating with clinical-grade devices, their
practicality is limited due to constraints in real-time processing, scalabil-
ity, and interoperability. Moreover, these studies have seldom explored
the combined use of multiple modalities or the integration of various
sensors. Addressing these gaps, we introduce a distributed computing
architecture designed to remotely acquire biosignals from both radars
and cameras. This architecture is supported by conceptual blocks that
distribute tasks across sensing, computing, data management, analysis,
communication, and visualization. Emphasizing interoperability, our sys-
tem leverages RESTful APIs, efficient video streaming, and standardized
health-data protocols. Our framework facilitates the integration of addi-
tional sensors and improves signal analysis efficiency. While the architec-
ture is conceptual, its feasibility has been evaluated through simulations
targeting specific challenges in networked remote photoplethysmography
(rPPG) systems. Additionally, we implemented a prototype to demon-
strate the architectural principles in action, with modules and blocks
operating in independent threads. This prototype specifically involves
the analysis of biosignals using mmWave radars and RGB cameras, illus-
trating the potential for the architecture to be adapted into a fully dis-
tributed system for real-time biosignal processing.

Keywords: Non-contact biosignal monitoring · Distributed computing
architecture · Interoperability · mmWave radars · RGB cameras

1 Introduction

The development of digital health platforms has significantly altered the health-
care industry. These platforms leverage advanced technologies to improve patient
care, make medical workflows more efficient, and boost diagnostic accuracy [38].
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The rise of mobile health (mHealth) applications, powered by sophisticated algo-
rithms, represents a major advancement in the domain of real-time health mon-
itoring. Integrated with wearable technologies, these applications are effective
in collecting, processing, and transmitting biosignal data continuously, initiat-
ing a new phase in patient monitoring [18]. Additionally, telemedicine platforms
have begun to incorporate biosignal data, offering healthcare professionals aug-
mented data sources that enhance the accuracy of remote consultations and
mitigate the challenges posed by geographical distances [37,52]. The advent of
wearable devices with advanced sensors has broadened the scope of mHealth
applications, enabling comprehensive monitoring of vital signs, such as ECGs
[25]. The application of machine learning algorithms has further improved the
early detection of conditions, for example, atrial fibrillation [57]. The introduc-
tion of Remote Patient Monitoring (RPM) systems has additionally benefited
patient care by providing healthcare professionals with real-time data, facilitat-
ing prompt clinical responses [52]. Despite these advancements, the integration
of multimodal biosignal data into a coherent, scalable, and interoperable system
remains a significant challenge.

We introduce a distributed computing architecture designed to bridge the
gap in integrating multimodal biosignal data, crucial for advancing healthcare
technologies. This solution is crafted to efficiently manage the complexities and
variances of biosignal data, ensuring scalability and interoperability, key aspects
for the evolution of healthcare systems. At the heart of modern healthcare is the
need for effective medical data exchange. Health Information Exchanges (HIEs),
leveraging advanced protocols, are instrumental in enabling the smooth flow of
information across various healthcare environments, promoting accessibility and
consistent interpretation of data [3,58]. Protocols such as HL7 and FHIR are
critical in enhancing interoperability, ensuring that healthcare systems can com-
municate seamlessly and without data discrepancies [47]. The increasing volume
and complexity of patient data require robust healthcare systems capable of
secure, fast processing, and storage. Cloud-based solutions offer scalable storage
and rapid data processing capabilities, ensuring data security and accessibility
[49]. For organizations prioritizing data privacy, on-site storage presents a viable
alternative [8]. Electronic Health Records (EHRs) facilitate patient health his-
tory management, supported by strong security measures such as encryption
[51,63]. Anonymization algorithms enable the safe utilization of patient data
in large-scale studies, preserving individual privacy [24]. Our architecture aims
to refine user experience across the healthcare spectrum, making systems more
intuitive for everyone from patients to professionals [20]. By proposing this archi-
tecture, we not only align with current technological advancements in healthcare
but also seek to enhance the functionality of mHealth and RPM systems, poten-
tially transforming a wide range of healthcare services. Our contributions are
detailed as follows:

• We introduce a distributed computing architecture for remote acquisition of
multimodal biosignals, utilizing cameras and radars.
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• We propose an interoperable system with RESTful APIs, efficient video
streaming, and adherence to standardized health-data protocols.

• We validate our architecture’s effectiveness in remote health monitoring
through a remote photoplethysmography (rPPG) subsystem evaluation,
demonstrating its scalability and adaptability for improving mHealth and
RPM systems in networked healthcare environments.

In the following sections, we detail this architecture, emphasizing its role in
advancing remote health monitoring and addressing the current limitations in
data integration and interoperability.

2 Related Work

Recent advancements in biosignal monitoring and analysis systems have signifi-
cantly influenced the creation of healthcare software and hardware architectures.
A comprehensive survey by [43] provides an overview of wearable sensor-based
systems for health monitoring. Key research has focused on developing innova-
tive solutions for efficient and real-time monitoring of physiological signals, uti-
lizing technologies such as FPGA, wireless DSP architectures, cloud computing,
IoT, and wearable sensors. FPGA-based systems, like those presented by [32],
emphasize highly integrated hardware designs but may lack in modularity and
scalability. Wireless DSP architectures, as discussed by [45], focus on biosignal
recording and monitoring using ARM-based Bluetooth wireless systems. While
effective in biosignal recording, they fall short in offering comprehensive, multi-
modal integration. The BioStream system by [9] represents a leap in real-time
physiological signal monitoring and emphasizes multipatient monitoring capa-
bilities, an area where our proposed architecture innovates by providing a more
unified and interoperable platform.

On the other hand, cloud computing applications in biosignal analysis have
been explored by [53], proposing architectures for seamless integration with
health information systems, yet these solutions often do not address the chal-
lenge of real-time, multimodal data processing. Smart sensor architectures, such
as those researched by [44], highlight the importance of in-sensor processing to
enhance usability and reduce power consumption, but do not integrate smart
sensing capabilities within the broader cloud-connected framework. Affordable
and open-source platforms for biosignal measurements, like the Biosignal PI

developed by [2], demonstrate the potential for compact and medically safe sys-
tems, but they are not integrated into distributed healthcare monitoring sys-
tems. Wireless-enabled processor modules, as shown in studies by [19,55], focus
on real-time signal acquisition and transmission, without focusing in scalabil-
ity and interoperability across different systems. IoT-based wearable systems, as
developed by [26,61], have shown improved performance in patient monitoring.
Specialized biosignal extraction devices, such as those by [4,23], highlight the
need for accurate signal processing. Multimodal wearable systems for emergency
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applications, like the one developed by [33], integrate various monitoring tech-
nologies for potential use in critical care settings. Advances in wearable electron-
ics, as discussed by [17], highlight the role of advanced materials and low-power
consumption in biosignal monitoring.

While these studies collectively indicate significant progress in biosignal mon-
itoring and analysis systems, underscoring the importance of innovative techno-
logical integration for enhanced patient care and monitoring, our architecture
built upon these advances offers a novel, scalable, and interoperable solution
that addresses the complexities of modern healthcare monitoring.

3 Key Elements in Physiological Signal Devices

The block diagram in Fig. 1 depicts the essential components of medical devices
used for physiological signal monitoring. Biosensors, the core components, con-
vert physiological activity into electrical signals. These are then digitized by an
Analog-to-Digital Converter (ADC), making them suitable for digital processing.

Fig. 1. Simplified block diagram illustrating the core components of medical devices for
physiological signal monitoring: sensors, ADC, processor, and controller, with function-
alities extending to display, storage, and network integration, and possibly therapeutic
intervention based on the signal analysis.

Digitization is governed by the Nyquist-Shannon sampling theorem to pre-
vent aliasing, ensuring the sampling rate is at least twice the maximum signal
frequency. The bit resolution of the ADC affects the precision of the signal’s digi-
tal representation. Post-digitization, the processor amplifies and filters the signal,
preparing it for analysis, display, recording, and potential therapeutic actions.
The integration of these devices with digital healthcare systems enhances patient
monitoring by allowing for real-time interventions, long-term data storage, and
telehealth capabilities, facilitating better care coordination. Device controllers
maintain operational efficiency, while displays provide user interfaces. Effective
device design prioritizes security, power efficiency, and user accessibility, all of
which are key for the successful adoption of technology in enhancing patient care
and health monitoring.
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4 Key Challenges of rPPG Acquisition Systems

Physiological signal acquisition systems pose significant challenges in terms of
accuracy and reliability of the extracted signals [5,27]. For rPPGs, most of the
studies in the literature address issues such as motion artifacts, skin tone varia-
tions, noise, occlusions, and illumination variations, which can degrade accuracy
[48]. These studies included stabilizing the region of interest with optical flow
and tracking [12,29], tracking and aligning the face to remove head and face
movements [15], using bandpass, adaptive, detrending, or LSTM-based filters to
normalize the PPG signals and remove noise and motion artifacts [12,14,35],
signal separation methods such as PCA, ICA or OMIT [15], signal separation
methods based on skin reflection models such as CHROM [16] or POS [60], and
correlating signals using a normalized reference waveform or a noise reference
signal [31,59]. A few studies have also focused on tackling illumination variations
[31,42], and skin tone variations [30].

However, challenges related to network and computing constraints in remote
and streaming PPG systems remain underexplored, potentially impacting
their performance. These challenges encompass limited bandwidth, packet loss,
latency, video compression algorithms, resolution, and computing resources
[40,48]. Hardware constraints involve computational limitations and other fac-
tors affecting signal quality, such as sensor capabilities or algorithmic complexity
impacting system performance. Therefore, careful design is a critical aspect to
consider, ensuring that the hardware can adequately support the algorithmic
demands for accurate and efficient signal processing [27]. Previous research has
focused on the impact of video compression on the quality of the recovered BVP
signal [7,21,36,50]. Researchers have found that different compression schemes
and codecs can lead to small quality losses in the extracted signal, which can
significantly affect the signal’s features and morphology. Some studies have pro-
posed methods to address the issue of video compression artifacts, such as using
image filtering or end-to-end deep learning-based methods [64] to improve video
quality and reduce file sizes or to use singular spectrum analysis to reconstruct
and select signal components [66]. Other studies have examined the effect of
reduced frame rate and image resolution on heart rate estimation. However, they
have generally found no significant differences in mean absolute error or error
distributions resulting from reduced frame rates if they are kept in typical val-
ues (15–20fps) [10,56]. Several strategies have also been studied for the efficient
codification of PPGs, but they require a particular learning strategy and archi-
tecture [65]. Álvarez et al. [7] investigate the impact of network and hardware
constraints on the performance of the rPPG systems. Their approach included
simulations and experimentation to develop mitigation strategies. These strate-
gies specifically addressed challenges related to frame dropping, frame resolution,
and frame rate in the rPPG system.
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5 Proposed Architecture for rPPG and rBSG Acquisition

Many non-contact health monitoring systems align well with clinical devices in
controlled studies but face challenges in real-world application, often neglecting
real-time processing or distributed computation, scalability, and interoperability.
To address these limitations, we propose a distributed computing architecture
designed to overcome these challenges by supporting remote biosignal acquisition
through both radar and camera technologies. It features a modular framework
that organizes tasks related to sensing, computation, data management, and
analysis. The system’s interoperability, facilitated by RESTful APIs, efficient
video streaming, and standard health-data protocols, enables the seamless addi-
tion of new sensors and signal analysis tasks. This feature allows the system to
adapt to a range of applications and technologies, enhancing its versatility.

Conceptual demonstration of the system is provided via the implementation
of a real-time and networked biosignal acquisition and analysis system using
RGB cameras, and its possible extensibility to other sensors. This not only
showcases the system’s robust capabilities in handling different sensor types,
but also its potential in harmonizing these diverse data streams for comprehen-
sive biosignal analysis. With this, our proposed architecture results a in scalable,
interoperable, and multi-modal remote biosignal monitoring system.

5.1 Overview of the Proposed Architecture

The proposed architecture, depicted in Fig. 2, consists of five main categories of
blocks: sensing, processing, communications, data storage, and user interaction.
These blocks communicate over a network, which can be a Local Area Network
(LAN) or an Internet of Things (IoT) network. The design aims to seamlessly
integrate various sensors, supporting diverse applications, and incorporates sig-
nal analysis and feature extraction methods within the processing blocks. This

Fig. 2. Modular Architecture for Multimodal Biosignal Acquisition and Analysis
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architecture follows the principles of a standard microservices architecture, where
each processing procedure is designated as a “service,” representing a software
component. These components can run on a cluster of computers or a micro-
computer with sufficient resources. They can be developed using established
microservices frameworks like Docker Compose.

Figure 2 shows the proposed distributed computing architecture’s block dia-
gram, where each component is network-linked, facilitating data exchange. Key
interconnected blocks, such as sensing, signal analysis, storage, and visualization,
enable two-way communication, while others are designed for one-way data flow.
Sensing blocks capture various data types, like video and radio frequency (RF)
signals, and apply signal processing to yield processed data. This data is then
standardized by an aggregation module into formats like Fast Healthcare Inter-
operability Resources (FHIR) [1], ready for storage in databases or cloud services.
Analysis modules access this data, allowing any data analysis to work with the
standardized inputs. Interface modules serve end-users by retrieving processed
data for visualization. The architecture’s modularity ensures components can be
updated or replaced without disrupting the system’s overall functionality.

5.2 Interoperability

Our architecture ensures interoperability, allowing various software components
and systems to communicate and collaborate effectively. This facilitates the
exchange of data between elements, enhancing system efficiency and flexibility.
This is especially critical in digital health, where various devices and software
must interact without creating data silos, promoting comprehensive patient care
and more effective healthcare delivery.

The architecture integrates a wide range of hardware and software

libraries critical for functions spanning from data acquisition to advanced anal-
ysis and visualization. These libraries enable the use of various sensors and the
execution of complex data processing. For example, hardware libraries might
include those necessary for interfacing with cameras and radars, while software
libraries could encompass those for data processing, machine learning, and visu-
alization.

Containerization, a lightweight alternative to full machine virtualization,
is a core strategy in our architecture, instrumental in achieving software scalabil-
ity and portability. By encapsulating a software component with its dependen-
cies into a single, self-contained unit (container), it ensures consistent execution
across varying computing environments, from a developer’s local machine to
testing environments and production servers. This approach minimizes the infa-
mous problem of “it works on my machine” and significantly simplifies software
deployment and scaling. A potential drawback could be added complexity in
managing multiple containers, but this is generally mitigated by using container
orchestration tools. The architecture adopts RESTful APIs (Representational
State Transfer APIs) to facilitate smooth and efficient data exchange between
blocks. RESTful APIs are widely recognized for their simplicity and scalability,
which contribute to enhancing system reliability. Supporting CRUD operations



134 C. Álvarez Casado et al.

(Create, Read, Update, Delete), they facilitate straightforward communication
and interoperability. However, for real-time communication, protocols like Web-

Socket may be preferable due to REST’s request/response nature. Our architec-
ture integrates video and signal streaming for real-time data transmission,
vital in remote patient monitoring for immediate processing and feedback. While
advantageous for real-time applications, it may pose challenges in network band-
width management and necessitate efficient compression algorithms to handle
large data volumes. Extensibility, other fundamental aspect of our architec-
ture, enables the integration of new features and functionalities over time. Its
modular design facilitates the incorporation of additional sensors, processing
methods, or subsystems, ensuring adaptability to evolving needs and technolo-
gies. While offering future-proofing and customization benefits, this approach
may involve initial design complexity to ensure smooth integration of future
enhancements.

While security and compliance are not the core focus of this article, they
are nevertheless essential considerations in the design of our digital health plat-
form. Our architecture could be implemented to operate under the regulatory
framework of the European Union (EU), which lays a foundation upon which
robust security measures can be implemented.

5.3 Sensing and On-Device Computing

In our architecture, sensing and on-device computing are crucial components.
They are responsible for capturing biosignals and conducting initial data pro-
cessing, which forms the basis for further analysis. While the main focus is on
standard cameras for sensing, the modular design enables the integration of
additional sensors, like radars, to enhance the versatility of the system.

Camera-Based Subsystems rely on standard RGB webcams, as illustrated
in Fig. 3, and optionally, other devices like thermal cameras. RGB webcams,
known for their widespread availability and user-friendliness, offer a cost-effective
means to capture high-quality visual data for various applications, from tracking
body movements to facial analysis. Additionally, integrating a thermal camera
enables infrared radiation detection, facilitating non-contact body temperature
measurement, crucial in many health contexts [34]. These subsystems prioritize
versatility and resilience, functioning effectively across different lighting condi-
tions and accommodating multiple subjects in the frame. By converting visual
data into standardized digital formats and supporting video transmission via
MJPEG streams [54], they seamlessly integrate with the system, efficiently com-
municating collected data through RESTful APIs. Thus, the integration of RGB
cameras is central to our architecture’s monitoring capabilities, enabling com-
prehensive remote health monitoring across diverse conditions and scenarios.

Alternatively to the camera subsystems, our platform allows the use of other
non-contact sensors such as radars [41]. As an example platform, we have inte-
grated a Texas Instruments IWR1443 mmWave FMCW radar system operating
in the 76–81 GHz frequency range, including four receivers and three transmit-
ters. This mmWave radar can monitor vital signs up to 1.3m away, exploiting
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Fig. 3. Real-time Camera based subsystem to compute biosignals and vital signs

the Doppler effects to measure bodily movements induced by respiratory and
cardiovascular activities, a technique known as remote ballistography (rBSC)
[5]. Similarly to the camera, the signal processing involves a 16-second running
window, updated every second. Raw signals and computed values of breath rate,
heart rate, and distance are transmitted via network packets for real-time mon-
itoring.

Real-time computation is crucial in our architecture for applications
requiring immediate feedback. On-device computation offers benefits such as
reducing data transmission, saving bandwidth, and decreasing communication
costs. It also enhances system robustness by reducing reliance on continuous
connectivity, conserves energy, and safeguards privacy by minimizing raw data
exposure. In the proposed architecture, camera-based or radar-based subsys-
tems collect raw data in our architecture, followed by real-time pre-processing
at the device level. This step refines biosignals by filtering them within the
relevant frequency band, typically associated with heart or respiration dynam-
ics. Pre-processing involves techniques like noise filtering, normalization, and
signal enhancement for high-quality biosignals. On-device computation also cal-
culates key physiological indicators such as Heart Rate, Respiration Rate, and
Heart Rate Variability (HRV) parameters, using advanced digital signal pro-
cessing techniques. This preliminary computation significantly enhances system
efficiency, reducing network data load and feedback latency to healthcare pro-
fessionals.
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5.4 Aggregation, Storage, and Standardization

In our proposed architecture, the Aggregation, Storage, and Standardization
phase serves as the central processing hub, providing integration between the
data collection devices and the end-users. This stage encompasses the receipt of
raw and processed data from various end devices, its subsequent storage, and
the generation of standardized health data messages as depicted in Fig. 4.

Fig. 4. Aggregation and data storage modules in the proposed platform. The system
can be extended to other complementary sensors, such as radars (purple). (Color figure
online)

The Aggregator, potentially hosted in a Docker container, serves as a cen-
tral hub in our biosignal acquisition architecture. It receives heterogeneous data
from sensor devices and converts it into standardized formats like Fast Health-
care Interoperability Resources (FHIR). FHIR, introduced by HL7 in 2014, facil-
itates electronic healthcare information exchange via web-based data exchange
methodologies. FHIR’s “resources” provide fundamental units of healthcare infor-
mation adaptable to diverse applications, enabling data exchange in XML and
JSON formats through RESTful APIs. Its strengths include extensive data defi-
nitions, adaptable exchange protocols, and widespread open-source tool support,
ensuring consistent and secure healthcare information exchange [39]. Once con-
verted to the FHIR standard, data is securely stored for further processing.
InfluxDB, a time-series database, is recommended for our architecture due to
its suitability for real-time biosignal and vital sign data handling. Alternatively,
other solutions may be considered, especially if raw video storage is required.
InfluxDB ensures rapid read/write operations, enabling processing to match
real-time data capture. Operating within a Docker container, it offers scalability
and easy deployment across various computing environments. This setup allows
efficient access to biosignals and vital signs for subsequent processing stages,
including AI model training.
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5.5 Data Analysis and AI Computation

The data analysis and AI component of the proposed biosignal processing system
is critical for interpreting biosignals and executing advanced computations. It
includes sub-modules for cloud-based analysis, machine learning algorithms, and
multimodal data integration. Immediate metrics like heart and respiration rates
are processed on-device. Complex analyses are performed in the cloud, where fea-
tures from the biosignals are extracted to train machine learning models. These
models predict health indicators such as stress, depression levels, SpO2, and res-
piratory conditions with high accuracy, thanks to cloud computing’s capacity to
handle extensive computations.

Model training uses a comprehensive dataset of patient information, includ-
ing medical histories and diagnoses, in a supervised learning framework. This
ensures high-quality, accurately labeled data. The diversity of patient data
increases the models’ reliability and applicability. Transfer learning tailors these
models to individual patients’ needs, improving personalization. Multimodal
data processing is achieved by fusing features from various sensors, enhanc-
ing the system’s ability to provide a thorough analysis of the biosignals. This
not only improves data richness but also the precision of the health assessments
generated by the AI models.

5.6 Interactive User Interface

The user interface (UI) acts as a crucial link between users and underlying
technology. Our proposed interactive UI manage biosignal measurements being
designed for collaborative users. It enables measurement initiation by user posi-
tioning, omitting conventional buttons for a more intuitive interaction paradigm
[13]. Figure 5 displays an example.

When users position themselves, the UI immediately starts measurements,
recording and transmitting video and biosignals simultaneously for real-time
sync. Stable network connection is crucial for video transmission, while device-
level computation handles real-time vital sign calculations. The UI adds quality
measurements to the data stream, confirming signal stability and assessing move-
ment intensity to address facial motion artifacts. It detects when users leave the
camera’s view, signaling the end of the session. These metrics are sent via REST-
ful API for data interpretation and system optimization. To ensure real-time
operation, the UI minimizes latency and integrates into a networked environ-
ment. Leveraging our unsupervised biosignal acquisition methods [15], the UI
enables accurate and swift vital sign computation, supporting integration with
medical monitoring processes.
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Fig. 5. A figure depicting an example interactive user interface. When the user moves
to the center of the camera’s FoV, the biosignal measurement is initiated.

6 Evaluation of the Camera-Based rPPG Component

We evaluate our architecture under two operational setups, highlighting the net-
worked design. The first setup is cloud-based, using deep learning for facial analy-
sis and algorithms to extract BVP signals from RGB data, ideal for environments
with robust network support that enables high-quality video transmission and
advanced processing. The second setup is designed for real-time operations on
embedded systems, improving processing speed and focusing on efficient biosig-
nal processing directly on the device, through algorithmic and implementation
optimizations. This approach also addresses privacy concerns by potentially elim-
inating the need for video transmission. The real-time model demonstrates how
components can work efficiently within a networked system.

We assessed the performance of both configurations in terms of speed and
accuracy to determine the architecture’s effectiveness. Both systems use a design
that splits tasks across multiple threads, enhancing efficiency and facilitating
their fit into a broader distributed framework. This strategy enables seamless
operation and data sharing among components, applying mitigation strategies
to the effects of network or hardware limitations [7]. These solutions are critical
for ensuring the reliability of biosignal extraction and processing, regardless of
the operational framework.

6.1 Experimental Setup and Configurations

The experimental setup for the evaluation of our camera-based rPPG compo-
nent is based on two configurations, both based on the Face2PPG pipeline [15].
Face2PPG-RT is designed for real-time processing on embedded systems, while
Face2PPG-Server is optimized for higher accuracy but with increased computa-
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tional demands. Referenced in Table 1, these setups facilitates their comparison
across different configurations.

The Face2PPG-RT configuration uses a RESTful API with the Restbed
library for handling HTTP requests. It initiates an HTTP server in the Main-

Window constructor to manage requests and responses on a specified port. Data
is transmitted to the HTTP server every 33 ms as an MJPEG stream via a ded-
icated function, ensuring continuous data flow. Multithreading supports parallel
operation of the camera, HTTP server, RESTful API, and GUI, improving sys-
tem responsiveness and stability for real-time monitoring of patient bio-signals.
The prototype incorporates optimization libraries like Lapack, BLAS, OpenMP,
and FFTW3. The test hardware includes an IntelR© Core i7-6700HQ CPU with
HD Graphics 530, and 8GB of RAM, running Linux Ubuntu 18.04.6. Face detec-
tion uses YuNet CNN [62], and face alignment and skin segmentation is based
on ERT-GTX models [6]. The segmentation method [15], focuses on the cheeks
and forehead, and converts to CIE Lab color space.

The Face2PPG-Server prototype adopts a Python-based implementation
using a deep learning-based face detection method with a Single Shot Multi-
box Detection (SSD) network [15]. Faces are aligned using the Deep Alignment
Network (DAN) [28], These 85 landmarks construct a mesh of 131 triangles and
selects the optimal facial regions for extracting raw RGB signals dynamically
[15]. Testing was conducted on a high-performance setup featuring an AMDR©

Ryzen(TM) 3700X 8-core processor at 3.6GHz, with 64 Gigabytes of RAM, 4
terabyte SSD and two NVIDIA GeForceR© RTX(TM) 2080.

6.2 Benchmark Datasets, Protocol and Metrics

We conducted an extensive evaluation of the rPPG systems performance across
four publicly available datasets, each comprising videos and reference PPG sig-
nals obtained using medically-graded oximeters, alongside videos captured with
user-grade webcams, three with uncompressed videos (1.5 GB per video) and one
with highly compressed videos ( 2MB per video). The datasets are: COHFACE

[22], comprised of 160 highly compressed videos of 40 subjects, recorded at 20Hz
and a resolution of 640 × 480 pixels. LGI-PPGI-Face-Video-Database, con-
tains 24 videos from 6 users across 4 scenarios [46], recorded at 640× 480 pixels
at 25 fps. UBFC-RPPG, consists of two subsets: UBFC1 or simple and UBFC2
or realistic [11]. UBFC1 contains 8 videos where participants remained seated in
an office room under natural light conditions, while UBFC2 includes 42 videos
recorded under constrained conditions. The videos are captured at 640 × 480
pixels at 30 fps.

To evaluate the accuracy of our rPPG measurements, we followed the assess-
ment protocol described in [15] that compares the estimated heart rates extracted
from the video streams to the reference (ground-truth) contact-based PPG sig-
nals. We employ three well established metrics: Mean Absolute Error (MAE),
Root-Mean-Square Error (RMSE), and Pearson Correlation Coefficient (PCC)
of the heart-rate envelope. In addition, we measure the processing time required
to estimate heart rate per window (12-second), and we calculate the time per
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frame expended for each module within each pipeline. We also compute the total
frame rate of each configuration in frames per second (FPS).

6.3 Speed Performance

Table 1 illustrates the computational performance of the different modules within
our Face2PPG pipelines across the two proposed configurations: Embedded
(targeted for real-time operation) and Cloud (for unconstrained conditions, typ-
ically found in server environments).

Table 1. Configuration Setups and performance speed for individual modules in both
rPPG systems, as well as the overall speed per face and frame.

Module Face2PPG-RT Face2PPG-Server

Embedded Configuration Speed ms/frame Cloud Configuration Speed ms/frame

Face Detection OpenCV YuNet 1.27 OpenCV SSD 20.35

Face Alignment Dlib ERT GTX 3.74 DAN 82.52

Face Normalization Mesh 4.37 Mesh 12.48

Skin Segmentation Fix Patches 0.35 Best Regions 105.41

RBG to BVP Lab 0.46 POS 0.079

Filtering BP FIR 0.01 BP FIR 0.01

Spectral Analysis FFT 0.21 Welch 1.02

Language C++ – Python –

Total Time – 10.41 – 221.87

Total FPS – 96.1 – 4.5

The performance evaluation of Face2PPG-RT indicates that it processes each
frame in about 10.41 milliseconds (ms), with ‘Face Normalization’ being the
most time-consuming module at 4.37 ms per frame. Despite the computational
demands, it maintains a high frame rate of 96 FPS, suitable for real-time oper-
ation. On the other hand, Face2PPG-Server shows a longer processing time of
221.87 ms per frame, (4.51 FPS). This increase is primarily due to the ‘Face
Alignment’ and ‘Skin Segmentation’ highlighting the added complexity of multi-
region analysis. Table 1 details the speed performance, demonstrating the ver-
satility of the proposed distributed framework in handling both real-time and
in-depth analytical tasks.

6.4 Accuracy Performance in Vital Signs Measurement

To evaluate the accuracy of the rPPG configurations, where we measure the
heart rate accuracy using several databases. The results, summarized in Table 2,
shows that embedded setup is just slightly less effective than the ones from server
setup. These findings show that the impact of the performance of the real-time
configuration is relatively minimal.
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Table 2. Error comparison between the two configurations (Embedded and Cloud) of
the proposed rPPG system in four different databases.

Pipeline LGI-PPGI COHFACE UBFC1 UBFC2

MAE ± SD PCC MAE ± SD PCC MAE ± SD PCC MAE ± SD PCC

Face2PPG-Server 4.5 ± 3.3 0.57 8.0 ± 4.4 0.06 0.9 ± 0.4 0.96 0.9 ± 0.9 0.98

Face2PPG-RT 5.9 ± 8.0 0.49 11.3 ± 7.3 −0.01 1.5 ± 1.2 0.83 6.7 ± 6.1 0.54

7 Conclusion

Advancements in wireless communications, particularly with 5G and the upcom-
ing 6G, are significantly enhancing remote patient monitoring in healthcare by
enabling faster data exchange and lower latency, crucial for real-time health
monitoring. Our study introduces a distributed computing architecture that uti-
lizes radar and camera technologies for efficient, real-time biosignal processing
and analysis. This architecture integrates various sensors and ensures interop-
erability, marking a significant step forward in remote health data acquisition.
The evaluation of the camera-based rPPG component within our framework
confirms its utility in healthcare by showcasing its ability to manage biosignals
in real-time within a networked environment, while emphasizing data security.
These findings highlight the architecture’s potential to enhance remote health
monitoring and patient care. In essence, as demand for real-time, remote health
monitoring grows, our research offers a robust, adaptable framework using the
latest in communication technology. Future work will focus on expanding this
framework and assessing its performance in clinical settings, aiming to further
support remote healthcare delivery.
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Abstract. This paper proposes a passive reconfigurable antenna by using liquid

metal and gravity mechanism. When the antenna rotates to different angles, the

liquid metal will flow to the lowest point of the container due to gravitational

force, thereby acting as a reflector to redirect the main antenna radiation pattern at

predefined angles at 5.8 GHz (ISM band). The upper section patterns can be main-

tained when antenna is tilted at 45°, 90°, 135°, 225°, 275° and 315° whereas the

rotated antenna at 0° and 180° causes a forward radiation. More importantly, addi-

tional directors surrounding the main patch can be used to increase the directivity

of these radiation patterns. Simulation results in terms of reflection coefficient,

radiation patterns and gain indicate that the proposed antenna operated passively

with a consistent bandwidth of approximately 400 MHz.

Keywords: Liquid Antennas · Reconfigurable Antennas · Gravitational Force ·

Passive Reconfiguration

1 Introduction

In the last decade, reconfigurable antennas have drawn significant attention from

researchers due to the increase in demand for their functionality in modern commu-

nications. Reconfigurable antennas have the capability of changing or switching various

characteristics i.e., frequency, radiation pattern and polarization. For that reason, they

have been reported to be used in various applications such as communication systems,

military devices, cognitive radio systems, and biomedical applications [1–3].

Reconfigurability techniques in radio components can be implemented by using

either electrical, optical, mechanical, or material-based methods. Microelectromechan-

ical switch (MEMs), PIN diode and varactor diode can be categorized as electrical

methods. They generally offer ease of fabrication and cost efficiency, at the expense of

more complex designs due to the need for biasing lines and circuits. On the other hand,

photoconductive switching is typically integrated with optical or laser beams, which

overcomes the need for biasing lines. However, this technique requires sufficiently pow-

ered and accurate beam generation to actuate photoconductive diodes in antennas and

other radio components. Smart materials offer a low profile and potentially light-weight
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solution. Depending on the type of materials, this solution is generally applicable as

antenna substrates and therefore, are reconfigured on a larger scale with lower resolu-

tions. Besides that, reconfiguration of these materials requires active devices to actuate

changes in voltages, temperature, etc. On the other hand, mechanical reconfiguration

techniques for antennas such as beam steering using motors also require active devices

and may face wear-and-tear issues. Therefore, there is a need for a suitable and sustain-

able method without the need of integrating any active devices, and a good potential

method for reconfiguring antenna properties is by changing its physical structure [1–3].

In general, main methods in actuating physical changes in antennas include using

microfluidics, origami-based techniques, and rotating structures. A fascinating and

potentially passive reconfiguration method is by using the gravitational force [4–6].

For instance, researchers in [4] characterized their own substance to build two non-

miscible dielectric liquid layers to enable beam steering in a fixed upwards direction for

a vehicle-mounted satellite communication system. On the other hand, liquid metal is

used in [5] as the patch in rectangular patch antenna with frequency-reconfigurability to

operate in 5G mobile network based on gravity and movement of the antenna.

In this research, a planar antenna which can be reconfigured passively using gravi-

tational force is designed to operate in 5.8 GHz industrial, scientific, and medical (ISM)

band using liquid metal. The Eutectic gallium-indium (EGaIn) will be selected as liquid

metal due to low melting point and low toxicity [5]. Its main beam is directed towards a

specific direction following the reflection of the liquid metal-filled cavity that surrounds

the patch. Besides that, an additional set of directors strategically located at different

adjacent positions to the patch is also considered in this investigation. Besides applying

passive gravitational force for reconfiguration, this antenna is innovative from previ-

ous research as it offers higher directivity due to the use of directors to improve the

directional pattern. The following section will present the design and operation of the

proposed antenna, whereas the simulated behavior and performance of the antenna is

discussed in Sect. 3. Our concluding remarks are presented in Sect. 4.

2 Antenna Design

2.1 Antenna Structure

Figure 1 depicts the structure of the proposed antenna. It is designed with a simple

rectangular patch antenna with partial ground to ease radiation control. A coaxial feed

method is used to minimize the effects of feeding on the reconfiguration of radiation

patterns towards different directions. This concept is inspired by the concept of Yagi-

Uda radiator-director coupling and is made more innovative using liquid metal. In this

work, the liquid metal is EGaIn, which features a conductivity of σ = 3.46 x 106 S/m,

density = 6280 kg/m3 and viscosity = 0.002 Pa•s A volume of 160.34 mm3 is prefilled

into a cavity that surrounds copper patch antenna, which is created on a 1 mm-thickness

PDMS substrate (εr = 2.75) and located on a 1.6 mm-thick FR4 substrate (εr = 4.3, tanδ

= 0.025). Note that the patch and EGaIn-filled PDMS are completely isolated from each

other. When the antenna rotates, the liquid will flow to the lowest point of this cavity

due to gravity and act as a wave reflector.
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Fig. 1. The structure of the proposed reconfigurable antenna.

2.2 Directors

In this subsection, directors will be added adjacent to the structure to study the behavior

of the main radiation patterns and the improvement in gain. Three main cases are inves-

tigated: without directors, with corner directors (90° apart) and with side and corner

directors (45° apart), as illustrated in Fig. 2. In addition to that, antenna configurations

with larger substrates (70 × 70 mm2 instead of the 60 × 60 mm2) and longer directors

(10 mm instead of the proposed 6 mm) will also be studied.

Fig. 2. The position of the directors of the proposed reconfiguration antenna; (a) without directors,

(b) with corner directors (90° apart), (c) with side and corner directors (45° apart).

Throughout this work, the antenna is assumed to be operated when placed in a vertical

direction (xy plane), as it would be in practice when mounted on a wall or attached to

vehicle. This enables the liquid metal inside the cavity of the antenna to be reconfigured

when tilted at eight angles, each at 0°, 45°, 90°, 135°, 180°, 225°, 270° and 325°. The

performance of reconfiguration in terms of reflection coefficient (S11), gain, bandwidth

and radiation patterns will then be observed and analyzed. All simulations are performed

using CST Microwave Studio software.
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3 Results and Discussions

3.1 Without Directors

A summary of the reflection coefficients for the antenna rotated at different angles are

shown in Fig. 3. It also includes the result of normal patch antenna without liquid metal.

The normal patch antenna has resonance frequency at 5.74 GHz, which offers 2.8 dBi gain

at only forward section. For the rotating antenna, due to the symmetry of the structure,

its rotation at 45° and 315°, 90° and 275°, 135° and 225° resulted in the same S11. On the

other hand, the S11 from the rotation at degree 0° and 180° are not identical due to the

asymmetry of the patch, ground plane, and coaxial feed. The operating frequencies are

between 5.71 and 5.83 GHz with the central frequency of approximately 5.8 GHz. The

bandwidths of this antenna are around 330–430 MHz. The highest gain of the structure,

which is 4.13 dBi, is produced when the antenna is rotated at 45° and, 135°. All results

are summarized in Table 1. The radiation patterns of the xy plane (E-plane) when rotated

at each angle are shown in Fig. 4. It is observed that most of the patterns maintained

radiation towards the upper section, even when the antenna is rotated. When the H-plane

radiation is considered, the patterns are pointed in the upper-forward direction. However,

the patterns at 0° and 180° showed the lowest gains compared to the other angles due

to the asymmetric position of the feed and the effect of ground plane reflection. Only at

these two angles, the patterns are stronger towards the forward section than the upper

Fig. 3. The reflection coefficient of the antenna for various rotation angles.

Table 1. Properties of the proposed antenna without directors

Rotation Gain (dBi) Bandwidth (MHz) Central frequency (GHz)

0° 2.15 340 5.73

45°, 315° 4.13 430 5.8

90°, 270° 3.66 420 5.83

135°, 225° 3.87 430 5.8

180° 2.05 330 5.71
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section. To illustrate, Fig. 5 presents the example of H-plane radiation at the angles of

90o and 180°.

Fig. 4. Simulated radiation patterns at the E-plane (Phi (deg) vs dBi) of the proposed antenna for

various rotation angles; (a) 0°, (b) 45°, (c) 90°, (d) 135°, (e) 180°, (f) 225°, (g) 270°, (h) 325°.
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Fig. 5. Simulated radiation patterns at the H-plane (Theta (deg) vs dBi) of the proposed antenna

for various rotation angles; (a) 90°, (b) 180°.

3.2 Effect of Directors

Table 2 displays the comparison of maximum gains between antennas without directors,

with corner directors (at every 90°) and with corner and side directors (at every 45°)

relative to the main radiator. It is seen that all three cases resulted in similar gain values.

Thus, with this dimension, the directors are slightly affected. Then, the substrate dimen-

sions have been changed to 70 × 70mm2 with a longer (10 mm) director length. As an

illustration, the example of an antenna rotating at 90° is chosen as a case study. When the

substrate dimensions are larger, the resulting gains are higher, with directors changing

the behavior of the corresponding patterns more significantly than a smaller substrate.

This effect is shown in Table 3. However, with the addition of the directors, the major

lobes of the radiation pattern in the yz plane (H-plane) become higher in the forward

direction. Therefore, in such case, the antenna operating with only the cavity-filled liquid

metal as a reflector is sufficient to perform beam reflection.

Table 2. Gain of the proposed antenna without directors and with different directors configura-

tions.

Rotation Without directors (dBi) With corner directors (90°

apart) (dBi)

With corner and side

directors (45° apart) (dBi)

0° 2.15 2.25 2.16

45°, 315° 4.13 4.16 4.14

90°, 270° 3.66 3.53 3.55

135°, 225° 3.87 3.9 3.85

180° 2.05 2.13 2.03



Passively Reconfigurable Antenna Using Gravitational Method 153

Table 3. Comparison of the proposed antenna substrates.

Rotation

90°, 270°

Without directors 

(dBi) 

With corner direc-

tors (90° apart) 

(dBi)

With corner and 

side directors (45°

apart) (dBi)

Gain (dBi) sub-

strate 60 x 60 

mm2

3.66 3.53 3.55

Gain (dBi)

substrate 70 x 

70 mm2

3.28 4.25 4.56

E-plane

Phi (deg) vs dBi

H-plane

Theta (deg) vs dBi

4 Conclusions

A passively reconfigurable antenna using gravitational mechanism is proposed and stud-

ied in this paper. The antenna is designed on a low-cost FR4 and PDMS substrate,

implementing the radiator-director concept in a Yagi-Uda antenna. Liquid metal EGain

partially fills a cavity in the PDMS enclosure and is rotated to study its radiation behavior

due to gravitational reconfiguration. Results indicate that the antenna operated with a

consistent 330–430 MHz bandwidth centered at 5.8 GHz when rotated at eight differ-

ent angles spaced at 45° when operated in a vertical configuration. Six of these eight

rotation angles also produced a consistent radiation towards the upper direction despite

these rotations. On the other hand, the remaining two angles of 0° and 180° mainly radi-

ated towards the forward direction, similar as conventional patch antennas. Additional

directors and a larger antenna substrate can be used to improve the directivity of these

radiation patterns, but this expected improvement is not obvious due to the existence

of the ground plane. Further experiments with actual implementation will be reported

separately to study the practical aspects such as the flow of liquid metal on the antenna

performance in the near future.
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Abstract. Harmonics is an unavoidable phenomenon, even before we knew about

digital circuits. In our sleep study, we found harmonic artefacts (HA) in our

functional near-infrared spectroscopy (fNIRS) signal. Interestingly, it was nei-

ther device- nor subject-dependent. The fundamental frequency was around either

0.5 Hz or 1 Hz. It appeared to be very sharp peaks and they were within the band of

interest, i.e., respiratory (0.1–0.6 Hz) and cardiac (0.6–5 Hz) bands. Since the exact

location might change, we proposed a skewness-based harmonic filter (sbHF) to

identify the fundamental frequency and attenuate HA. Since suppressing certain

frequencies may change signal characteristic, spectral entropy was used to eval-

uate it based on Wilcoxon-test at a 0.05 significant level. 25 controls (6 females,

age: 39.0 ± 8.5 years, height: 175.6 ± 8.0 cm, weight: 80.3 ± 10.8 kg) and 16

sleep apnea patients (1 female, age: 48.3 ± 12.4 years, height: 177.3 ± 6.0 cm,

weight: 93.6 ± 17.1 kg) were recruited for our sleep study. sbHF showed good

performance to identify fundamental frequency and attenuate HA from our raw

fNIRS signals and 5% of the signal experienced changes in signal characteristics

based on the spectral entropy analysis. Combining sbHF with a certain motion

artefact reduction, we found that specific order of operation to get appropriate

chromophore concentration was needed. This method is not only for problems

in wearable fNIRS, but also can be modified for other problems by adjusting

the suspected area or sweeping the frequency range to identify a fundamental

frequency.

Keywords: skewness · fNIRS · harmonic artefacts · sbHF

1 Introduction

Harmonics are present anywhere in the world, especially when we are now living in

digitized environments; hence, it was hard to avoid them completely. So, the only choice

is to deal with them. Brillinger listed interesting physical examples that led to harmon-

ics [1], which even appeared before digital system was introduced to our world. The
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important thing to deal with harmonics is identifying the fundamental frequency. Once

this frequency is identified, a simple notch filter can be applied accordingly to attenuate

the harmonics.

Functional near-infrared spectroscopy (fNIRS) has been greatly improved and widely

used in many applications, including health. Having cleaned signals without any artefacts

is an ultimate hope for any signal analysis to provide reliable results. fNIRS, however, is

not free from these artefacts either and different researchers may have different opinions

about artefacts. For example, for those who are interested in hemodynamic response,

cardiac beat is considered an artefact that must be removed prior to further analysis, but

others may use the cardiac pulsation to extract features from fNIRS signals.

The trend in digital health motivates fNIRS miniaturization as a wearable device

to enable location-free measurement in any situation, e.g., sleep, exercise, working,

etc. With the advancement of secured wireless connections, it enables patient home

monitoring. However, it is difficult to avoid interferences that may induce artefacts in

these uncontrollable environments. A common example is power line interference in

ECG and EEG signals [2, 3]. Hence, we need to make sure that the signals are usable

with minimum artefacts if we cannot remove them completely.

We developed a wearable device able to measure hemodynamic and electrical activ-

ities of the neurons from the brain, specifically from the forehead area. It consists of

light source and detectors for fNIRS to read hemodynamic response, EEG electrodes,

and accelerometers.

From signals measured in our sleep study, we found a special artefact in raw fNIRS

signal. This artefact appeared as harmonic frequencies clearly visible in the frequency

domain, while signal shape in the time domain looked normal. In this case, no one

can identify the presence of this artefact until the signals were viewed in the frequency

domain. Since the artefact was found as harmonics in frequency domain, we call it

harmonic artefact (HA).

Interestingly, the artefact was neither device- nor subject-dependent because we did

not get HA in other measurements from different studies using the same device. Since the

source of HA is still unknown, a similar scenario might occur somewhere else, especially

when the wearable system is worn outside uncontrollable environments. Figure 1 showed

examples of the signals from the same device measured on different days in our sleep

study.

Baratta et al. addressed a similar phenomenon appeared in EMG signals [4]. They

used baseline signals to estimate the background noise in frequency domain and sub-

tracted it from the spectrum of the measured signals. The signals were reconstructed

by applying inverse Fourier transformations. Although this method looked promising,

it was not applicable to our problem because we cannot isolate the signals without any

pulsation as the baseline. Hence, another approach is needed.

The fundamental frequency was around either 0.5 Hz or 1 Hz, which was within our

band of interest in fNIRS signal analysis. If we compare them to fundamental frequency

from power line interference, they are relatively low. In some cases, it is easy to identify

power line interference in time-domain because the fundamental frequency sometimes

can be visible. However, it is difficult to spot such a low fundamental frequency as in

our case.
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Having fundamental frequency around either 0.5 Hz or 1 Hz poses two challenges,

i.e., firstly, we need an algorithm to detect the exact location of the fundamental fre-

quency, and secondly, attenuating these harmonics should give minimum impact on the

signal characteristic because the interested physiological pulsations are within this range.

These two challenges were addressed in this present study.

Fig. 1. Raw signals in frequency-domain from different subjects and measurement days using

the same device.

2 Materials and Methods

2.1 Data Collection

The data collection followed the Declaration of Helsinki and the whole measurements

were conducted at the Clinical Skills Centre Knoppi, Oulu University Hospital which

is a collaboration environment between hospital and faculty of Medicine, University of

Oulu. We recruited adult subjects for this study, and a consent letter was signed after the

explanation of the measurement. Subjects might leave the measurement anytime during

data collection.

Within the sleep study, the objective is to discern alterations in brain pulsations in

sleep apnea patients when compared to a control population. To facilitate this investiga-

tion, we employed functional near Infrared Spectroscopy (fNIRS) and standard clinical

night polygraphy equipment (NOX T3s) that will measure breathing movements, oxy-

gen saturation, pulse, and respiratory flow. This approach allows for the correlation of

fNIRS signals with precisely timed pauses in breathing, such as hypopneas or apneas,
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which are used to calculate Apnea-hypopnea index (AHI). AHI is considered normal if

the index is under 5. Additionally, in collaboration with Tampere University Hospital,

signals were captured using the Emfit sleep sensor placed under the mattress, a modal-

ity that they are in TAYS region routinely utilize in clinical sleep apnea diagnostics.

Furthermore, equipment with three different devices from Polar Electro Oy was used

to measure physiological signals, allowing for comprehensive comparisons with signals

obtained from other modalities. One device was placed on wrist and was comparable to

commercial version of Polar Vantage, additionally two other devices, the light sensor to

upper arm and impedance cardiography around chest wall, were used. Figure 2 shows

the equipment used in this study. This methodology ensures accurate insights into the

physiological pulsations of the brain, as well as the overall physiology of the body and

the functioning of the nervous system in individuals with sleep apnea during the night.

Fig. 2. We put several devices on the subject and the one on the forehead was our fNIRS device

(left). Measurement environment at Clinical Skills Centre Knoppi and some sensors (right)

The study included 47 measurements of which 41 measurements had valid NOX sig-

nals. The inclusion criteria for study subjects were following; Age between 18–68 years

old, no neurological diseases, no smoking. Underlying diseases that were medicated and

therefore in control e.g. hypertension or diabetes, were allowed. After classification 25

controls (AHI < 5, 6 females, age: 39.0 ± 8.5 years, height: 175.6 ± 8.0 cm, weight:

80.3 ± 10.8 kg) and 16 sleep apnea patients (AHI 20.5 ± 16.6 events/h, 1 female, age:

48.3 ± 12.4 years, height: 177.3 ± 6.0 cm, weight: 93.6 ± 17.1 kg) were included to

further analysis. Subjects were recruited from the outpatient clinic at Oulu University

Hospital or with email.
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2.2 Wearable Device

The wearable device is a battery powered NIRS device, which is made of two different

units: head and main units. They are connected to each other using a cable. Head unit is

placed at forehead and consists of a 4-in-1 LED (980 nm, 830 nm, 810 nm, and 690 nm)

and 2 photodiode sensors. The photodiodes are symmetrically placed at both sides of

LED by a separation of 3 cm to measure left and right hemisphere hemodynamic. At the

main unit, the rest of the circuits are embedded: demodulator front ends, analog filters,

LED modulators and drivers, ADC, and microcontroller. The data can be transferred to

PC via USB cable or be saved in SD card.

One of the major challenges in design of this device was head unit. People have

different shape of the forehead, and it forced us to use flexible circuits for head unit.

Another challenge is sensors attachment on the skin. Applying more pressure on the

forehead guarantees better illumination of the brain tissue. At the same time, the pho-

todiodes can capture more lights. However, it can be painful for the subjects and can

even produce allergies reactions. On the other hand, with a looser head unit placement,

LEDs need more current to produce more light, resulting in battery depletion as well

as increasing light reflection noises. Moreover, the photon may propagate on the skin

and arrive at the photodetector, inducing noise the hemodynamic signals. So, there is a

tricky trade-off in head unit design for sleeping purposes that demand lots of trial and

error to find the best pressure level and perfect sensor angling. We have designed and

tested several head unit designs to realize our goal.

2.3 HA Attenuation Algorithm

We only knew that the fundamental frequency was around either 0.5 Hz or 1 Hz. For

this reason, the search area can be defined easily by defining the fundamental frequency

as its center and the width. Hence, the signals must be transformed to frequency domain

prior to this detection.

The fundamental frequency is identified as a sharp spike at certain frequency. How-

ever, choosing a frequency with the highest power within the search area is not the

answer. For signal without HA, we can always find such a frequency with the highest

power, see Fig. 1(bottom). Thus, a metric should be used to identify if a frequency with

the highest power is a fundamental frequency or not.

The simplest method was comparing the maximum to average power within the

search area. Unfortunately, the ratio could not be generalized to get a certain threshold

for all subjects to identify it as a fundamental frequency or not. Moreover, introducing

new subjects may change the threshold, making the algorithm not adaptable to most of

the scenarios. The main challenge was on the power around the fundamental frequency.

Specific for fundamental frequency around 1 Hz, it overlaps with the common heartbeat

at rest for adults. When the heartbeat changes from time to time, the average power

within the search area can be quite high and it may fail to give an appropriate metric

when the power of the fundamental frequency is not that high.

We studied the distribution of power within the search area and found that the pres-

ence of the fundamental frequency increases the skewness of the power distribution.

Without the fundamental frequency in the search area, the skewness of the distribution
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is less than one. So, skewness value can be used as an indicator to identify the presence

of the fundamental frequency.

Based on the detected fundamental frequency, we applied a 2nd-order IIR-notch

filter to attenuate HA. From our preliminary experiments, we found that using high Q

values to get a narrow bandwidth was crucial. Fundamental frequency around 0.5 Hz

also introduces a spike around 1 Hz, which will be found within the search area. For this

reason, we need to set the algorithm to avoid double attenuation when the fundamental

frequency is found around 0.5 Hz. The algorithm to detect and attenuate HA can be read

from Fig. 3. Later, this algorithm is called skewness-based Harmonic Filter (sbHF).

1 s = input signal

2 s_cleaned = s // copy the signal
3 L = signal length // get the length of input signal for FFT operation
4 span = span to left and right from the fundamental freq.
5 Y = fft(s)
6 Calculate power from Y
7 isolate power within search area around 0.5 Hz � P1
8 isolate power within search area around 1 Hz � P2
9 If skewness(P1) > 1
10 get fundamental freq. around 0.5 Hz � fund_freq_tmp
11 elseif skewness(P2) > 1
12 get fundamental freq. around 1 Hz � fund_freq_tmp
13 if fund_freq_tmp exist
14 n = 1 // set multiplier for the harmonic
15 // reduce harmonics up to 10 Hz

while (n*fund_freq_tmp) < 11
16 // refine the detected fundamental freq. 

find max power between fund_freq_tmp-span and fund_freq_tmp+span
17 fund_freq is found based on the max power
18 calculate coefficient of IIR-notch filter at fund_freq
19 apply 2nd-order IIR-notch filter at fund_freq to s_cleaned
20 n = n + 1;

Fig. 3. Pseudocode of the skewness-based Harmonic Filter (sbHF)

The algorithm starts with copying input signal to the cleaned version (line 2). A

very narrow search area is defined based on the span variable. Since it works in the

frequency domain, FFT is employed (line 5). We isolate power from two bands of

interest around 0.5 Hz and 1 Hz with the bandwidth of 2*span (line 7–8). Next, sbHF

evaluates skewness of the isolated power and compares it with the threshold value to get

fundamental frequency (line 9–12). The exact fundamental frequency and its harmonics

were not at precise locations. So, we need to refine it to get the real fundamental and

harmonic frequencies (line 16–17). The harmonic frequencies were removed by applying

IIR-notch filter (line 18–19).

Attenuating certain frequencies in the signal changes the signal characteristics. We

must evaluate if our proposed algorithm did not change them. Since the attenuation

involves oscillations at certain frequencies, we used spectral entropy value to evaluate

before and after applying the algorithm. Spectral entropy measures the flatness of the

spectrum by ignoring the order of oscillation found in the signal [5]. So, changes in

signal characteristic can be detected using this method.
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The spectral entropy was applied to every 10-min segment of raw signals across the

whole measurement. In this way, we collected spectral entropy scores from both original

and cleaned signals. A Wilcoxon-test at 0.05 significant level was used to evaluate

whether the algorithm changes the signal characteristic or not. Hence, for each subject

we had eight p-value scores: two channels and four wavelengths from each channel. We

only evaluated signal characteristic changes when sbHF was applied.

3 Results

Using original raw signals without HA, we corrupted them by adding artificial HA

using fundamental frequencies of 0.5 Hz and 1 Hz. It was a series of sinusoidal signals

with decaying amplitudes as the frequencies increase. We used these signals to test our

proposed algorithm to detect and attenuate HA. For this experiment, we used Q factor

of 500 for IIR-notch filter.

Figure 4 presents the performance of our algorithm using signal with artificial HA.

The upper row shows the original raw signals in frequency domain, which have no HA.

In the middle and bottom rows, sbHF detected (marked with blue dots) and attenuated

artificial HA respectively. We use root mean square error (RMSE) to compare the cleaned

signal to the original one (without HA), i.e., 1e−3 and 9e−4 for 0.5 Hz and 1 Hz

fundamental frequencies respectively.

Fig. 4. The location of the fundamental frequency of 0.5 Hz (left column) and 1 Hz (right column)

can be detected based on the skewness score of the distribution (middle row) and then removed

(bottom row).
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Figure 5 compares the spectrum before and after applying sbHF from three possible

cases using real raw signals, i.e., no HA, HA with fundamental frequency around 0.5 Hz,

and HA with fundamental frequency around 1 Hz in the raw signals. When sbHF found

no harmonic artefact, the algorithm did not apply anything to the raw signals (Fig. 5 left

column). In Fig. 5 middle and left, sbHF successfully detected and attenuated HA in the

other cases.

Fig. 5. sbHF performance in three different cases. On the left column, sbHF did not detect any

fundamental frequency, hence sbHF was not applied to this signal. For middle and right columns,

sbHF identified fundamental frequency at around 0.5 Hz and 1 Hz, respectively, and attenuate the

harmonics, see results at the bottom row.

Figure 6 presents how signal changes in time-domain after applying sbHF. The

shape of the individual pulse slightly changed as the harmonics were attenuated, see left

(before) and right (after) of the top panel.

Our sleep data also contained motion artefacts, which cannot be avoided as subjects

were free to move during sleeping. Among various proposed algorithms to reduce this

artefact, we found kurtosis-based Wavelet Filtering (kbWF) [6] provided the optimum

results. Then, the interesting question is about how to combine these two algorithms to

process our sleep data until we get chromophore concentrations for further analysis.

To answer this question, we employed six scenarios based on the order of operation

among kbWT, sbHF, and chromophore calculations. In each scenario, we processed

raw signals until we got the chromophore concentration in different orders and see

results from each scenario. Figure 7 shows result from each scenario (case 2–7) and the

references (case 1), while Fig. 8 presents signals before and after the manipulation using

case 7.
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Fig. 6. Signal in time-domain before and after applying sbHF. It removed fundamental frequency

around 1 Hz but kept the cardiac beat peak under 1 Hz. Signal shape in time domain was generally

unaltered.

Fig. 7. Processing raw signals with different order produced different results.
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Fig. 8. Processing HbO using case 7.

4 Discussions and Conclusions

We proposed an algorithm to attenuate HA in fNIRS signal. Firstly, the algorithm detects

the presence of the fundamental frequency based on the skewness value of the isolated

power within a certain narrow band of interest. Then, 2nd order IIR-notch filter is applied

repetitively up to 11 Hz to attenuate HA. Applying sbHF to raw signals successfully

attenuated HA, while signals without HA were left as they were.

We evaluated sbHF using original signals corrupted with artificial HA, see Fig. 4.

Based on the RMSE score, sbHF looked promising for our purpose as it could identify

if input signals contain HA and attenuate it. Using the original signals, sbHF can detect

the presence of the real HA and then attenuate it. Hence, the skewness of the distribution

provides good information about the presence of the fundamental frequency.

Attenuating HA means reducing the amplitude of some frequencies. Consequently,

it also changes signals in the time-domain as some of the components are attenuated, see

Fig. 6. For this reason, we need to evaluate if sbHF changes the signal characteristics. If

signal characteristic changes, then sbHF is useless. So, we compared SE scores before

and after applying sbHF and found that 10% (13 out of 127) of the signals with HA had

different SE scores mostly from cardiac band. The IIR-notch filter attenuated frequency

components within its narrow bandwidth. Perhaps, we need narrower bandwidth to

preserve most of the signal characteristics. When we doubled the Q value, 10% of the

processed signals still had different SE scores.
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We experimented with a high-order IIR-notch filter. The filter order was increased

from 2 to 10 and 50 to get extremely different filter order. Unfortunately, no significant

improvement was made in both scenarios. It looked filter order has no impact on the

performance of sbHF.

We had been using the same Q for all harmonic frequencies. Consequently, the larger

the frequency, the wider the bandwidth and it may affect the performance of sbHF. In

this case, the larger harmonic frequency would have more frequencies being attenuated.

So, we attempted to change the Q value accordingly such that all harmonics frequencies

had the same bandwidth. Table 1 displays experiments by varying initial Q factor using

2nd-order IIR-notch filter.

Table 1. Performance of sbHF using the same bandwidth for all harmonics frequencies and

2nd-order IIR-notch filter

Initial Q Proportion of signal with different SE Score (%)

500 10

1000 5

2000 4

Although the initial Q values in Table 1 were quite sparse, we could see here that

by varying Q factor to get the same bandwidth for each harmonic frequency helped

improving the performance. Perhaps the performance gradually improved until at a

certain point it gave just an almost flat response with a little improvement.

Next, we investigated whether the filter order may change the performance under

varying Q factor conditions. Unfortunately, changing the filter order did not improve the

performance. High filter order has steeper transition than the low one. As the bandwidth

around the harmonic frequencies was small enough, the transition slope was already

steep and changing filter order did not give significant transition changes.

Apparently, Q factor affects the computational time, but it is not an important issue

when sbHF is applied offline. The limit of this parameter is the computational power of

the computer. Of course, it is important to optimize it, but it is beyond the scope of this

present study. It will be considered as a future work.

Up to this point, we were still working on the raw signals without any chromophore

calculation. Moreover, fNIRS signals from sleep study were not free from motion arte-

facts. So, it is important to evaluate how to combine sbHF with motion artefacts reduction

and chromophore calculation. The examples of the experiments were shown in Fig. 7

for different cases.

Although signals in frequency domain looked fine, see the right column, the repre-

sentation in time-domain, see left column, could be completely different in case 2, 3,

and 4. These results indicated clearly that concentration calculation must be done before

applying kbWF, see case 5, 6, and 7. In case 5, not all HA was attenuated, see the visible

spikes at 1 Hz and 2 Hz. Case 6 and 7 looked similar, but case 7 presents better signal

representation as it keeps the respiratory peak around 0.5 Hz; this respiratory peak is

also visible in case 1.
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Figure 8 displays the results after applying case 7 to all possible concentrations from

our wearable fNIRS. The whole measurement, see left column, clearly shows that the

motion artefact was reduced by kbWF. Cardiac pulsation, which is one of our interests,

can be conserved well after applying sbHF, see right column.

The proposed algorithm defined the fundamental frequency at 0.5 Hz or 1 Hz. It can

be extended to seek out fundamental frequency within specific range. Hence, it is more

flexible for more general applications.

We can extend this method to deal with harmonic artefacts in photoplethysmography

(PPG) and pulse oximetry signals. Both signals are harvested using the same principle

as in fNIRS. Even more interesting, PPG signals from the wrist are commonly available

in wearable devices, where the user are in uncontrollable environments.

The main part that needs improvement is the attenuation filter. IIR-notch filter atten-

uates the central frequency up to the minimum level. It means certain frequencies are

reduced significantly. This phenomenon changes some of the signal characteristics,

including the ones within our interest, e.g., respiratory band in 0.1–0.6 Hz. If we can

adjust the attenuation gain such that the center frequencies are attenuated up to the level

of their neighboring, perhaps we can preserve more information in the signal. This will

be our future work in addition to optimizing the initial Q factor.
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Abstract. Attention deficit hyperactivity disorder (ADHD) is a neurodevelop-

mental disorder with inattention, hyperactivity, and impulsivity as core symptoms.

Current diagnostic methods of ADHD consisting of interviews and self-ratings

come with a risk of subjective bias and are dependent on the limited availability

of healthcare professionals. However, recent technological advances have opened

new opportunities to develop objective and scalable methods for precision diag-

nostics. The present critical review covers the current literature concerning one of

the promising technologies, the use of motion sensors or accelometers for detect-

ing ADHD, particularly evaluating the related clinical potential. Several studies

in this field, especially recent studies with advanced computational methods, have

demonstrated excellent accuracy in detecting individual participants with ADHD.

Machine learning methods provide several benefits in the analysis of rich sen-

sor data, but the existing studies still have critical limitations in explaining the

underlying cognitive functions and demonstrating the capacity for differential

diagnostics is still underway. Clinical utility of sensor-based diagnostic methods

could be improved by conducting rigorous cross-validation against other methods

in representative samples and employing multi-sensor solutions with sophisti-

cated analysis methods to improve interpretation of the symptom manifestation.

We conclude that motion sensors provide cost-effective and easy-to-use solutions

with strong potential to increase the precision and availability of ADHD diag-

nostics. Nevertheless, these methods should be employed with caution, as only a

fraction of ADHD symptoms relate to hyperactivity captured by motion sensors.

At best, this technique could complement the existing assessment methods or be

used along with other digital tools such as virtual reality.

Keywords: ADHD · Diagnostics · Motion sensors · Accelometer · Machine

Learning

1 Introduction

1.1 What is ADHD and How is It Currently Diagnosed?

ADHD (attention deficit hyperactivity disorder) is the most common childhood neurode-

velopmental disorder with a prevalence of about 5–7.2% in children and adolescents and

2.5–6.7% in adults [1]. The relative number of ADHD diagnoses has been rapidly increas-

ing in the Western countries: For instance, in US ADHD prevalence raised from 6.1% to
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10.2% between 1997 and 2016 [2]. While the causes of ‘ADHD epidemic’ remain par-

tially unclear, the increase in referrals to psychiatric care has resulted in global healthcare

crisis where the resources are not matching the needs [3]. At the same time, various new

opportunities for how technology could assist in related healthcare solutions have been

found. One exciting potential landscape involves the use of motion sensor technology

in ADHD diagnostics.

Out of the two broader ADHD symptom domains, inattention, and hyperactiv-

ity/impulsivity, especially the latter one that directly concerns physical movements of

the body could potentially be objectively quantified with motion sensors. Hyperactiv-

ity/impulsivity symptoms include, for example, fidgeting or tapping with hands or feet,

squirming in the seat, leaving when remaining seated would be appropriate, and running

about in situations where one is expected to not do so. To detect inattention there are

other technological solutions such as virtual reality [4], but it is good to keep in mind that

the symptom domains are often highly correlated and capturing a single domain reliably

may hence provide valuable information even on the broader scale. While large-scale

initiatives have been recently made to improve the precision of psychiatric diagnostics

[5, 6], the current ADHD diagnostics is still far from precise quantitative measurement

relying instead on subjective evaluations gathered with structured interview and symp-

tom screening questionnaires. Subjective experiences are sensitive to various biases [7]

that are dependent on the awareness and reliability of the informants, interpretation of

the questions, ability to scale the outcomes against others, and generally the longitudi-

nal data provided by technologies with high sampling rates has benefits against scarce

evaluations of one aspect in life over the months. Hence, some limitations of the cur-

rent diagnostics could be potentially tackled with objective, quantitative sensor-based

methods solidly grounded on the biobehavioral reality to which so many other fields

in medicine rely on [8]. Could a machine do the assessment of hyperactive-impulsive

patterns better than a man, and what would be required for fulfilling the high medical

standards?

1.2 Movement Sensors in ADHD Assessment

Movement sensors such as an accelometer or gyroscope, have been popular in actigraphs

employed for research purposes already for several decades [9]. During the past ten years

related solutions have become common also in customer devices (e.g., mobile phones,

smart watches, and other wearables), which has facilitated related technological develop-

ments even further. By gathering information about linear acceleration in multiple axes,

microelectromechanical accelometers can reliably detect gross body movements but also

provide signal for more detailed analysis of movement patterns and trajectories. Gyro-

scopes using gravity to determine orientation of the movement can detect also angular

velocity or rotation of the moving object, which allows more comprehensive interpreta-

tion of the motion signals. A combination of these two sensor types hence gives the most

precise picture of the movement features. Characterizing the type of movement signal is

also affected by the number of sensors and sampling rates (e.g., 1–100 Hz), which con-

siderably affects the battery consumption and sensitivity to measurement noise [10, 11].

Choosing the sensor types, temporal resolution, and the number of sensors depends on

the need. For instance, detecting the overall activity level or even the quality of sleep does
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not require high precision signals, while the capturing movement signals mimicking nat-

ural human behavior in its richness (e.g., sports) have different hardware requirements

[12]. Regarding detecting and interpreting the type of hyperactivity in ADHD, such

measurement standards remain to be carefully investigated.

Precise modelling of human movements requires not only high-quality input data

but also benefits of advanced computational methods [5]. Machine learning methods

such as convolutional neural nets (CNN) can detect regularities in movement trajecto-

ries signaling, for instance, different posture positions, movement types, or activities

[13]. Such methods should be able to detect all possible variants within any single

interpretable movement category at individual level. This is a big challenge in studying

heterogeneous disorders like ADHD and yet another issue to tackle is the context where

the movements take place that should be carefully considered when examining ADHD

symptoms, as the symptoms essentially relate to whether the movement is appropriate in

a specific context rather than whether the movement is appropriate as such. Here, deter-

mining the movement in relation to other individuals (inter-individual differences) and

deriving the changes in the movement patterns of the same person in different contexts

(intra-individual differences) come into play. More specifically, like human individuals,

machine learning algorithms may learn to identify certain types of movements in a par-

ticular context (e.g., fidgeting with hands or feet), but this comes clinically interpretable

only when the system has first characterized whether the movement signals maladaptive

behavior in the specific measurement context (e.g., observed during a school class when

one should stay still and concentrate). One approach that helps here is supervised learn-

ing: when reference data where classification has already been done is available and

the training sample is representative and large enough, such methods provide powerful

means [14]. Alternatively, when predesigned categorization information is not avail-

able, it is possible to use unsupervised learning where the algorithm categorizes the data

according to the statistical regularities in the input [14]. This method can be powerful in

detecting, for instance, inter-individual differences. Along with manual annotation, both

of these approaches could provide higher interpretability than in the analysis of gross

movement levels, which may also vary between individuals with vs. without ADHD

[15].

1.3 The Present Study

This critical review will examine the existing literature concerning clinical utility of

motion sensors measuring bodily movements in ADHD diagnostics, especially in the

context of a) research quality (e.g., interpretability of the signals, contextual control) and

b) diagnostic standards (e.g., representativeness of the study samples, observations in

different contexts, length of the measurements or test-retest reliability). We hope that this

paper raise questions helping to improve sensor-based research of ADHD and is able to

guide development of future health care applications. As the current research in this field

has used highly heterogeneous methods, it is important to raise up questions that would

allow building high clinical quality standards. Moreover, for the clinicians it is currently

difficult to evaluate the readiness state of the technology as such critical analysis is

lacking. One important caveat here is how to interpret the performance of the methods.
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For example, some of the studies have reported considerably high classification accu-

racies (e.g., >98%) and if such studies would consider all the relevant clinical aspects,

one could easily argue that the method is ready for clinical use. However, it should be

borne in mind that detection accuracies are highly dependent on the difficulty of the spe-

cific classification problem that in this case largely raises from sample characteristics.

From the clinical point of view, the algorithm should be able to identify the status of

every single individual that comes to the assessment. For this reason, population-wide

representativeness of the training and testing samples would be utterly important. In

most cases individuals with ADHD have also other problems. Indeed, challenges in the

clinical assessment especially concern evaluating the severity of the problems near the

diagnostic threshold and ruling out the possible other problems that may overlap with

ADHD (e.g., autism [16], learning disabilities [17] as well as in mood, anxiety, and

conduct disorders [18, 19]). Finally, it is worth noting that this review will not cover

comparisons between motion sensors and other methods employing machine learning in

detail as these were at focus in another recent review [5]. We will also focus more on the

more recent and technologically advanced studies with higher clinical potential as older

studies with standard methods have been carefully meta-analyzed by De Crescenzo and

colleagues [15].

2 Methods

2.1 Study Selection

Two researchers (JB and JS) independently conducted the search and selection of the

studies. To find the relevant studies, we employed PubMed and Scopus as the primary

search engines. PubMed’s comprehensive coverage of biomedical and life sciences pub-

lications provided a strong foundation for identifying relevant studies. Additionally,

Scopus, with its multidisciplinary scope and strong representation in life sciences, com-

plemented the search potentially capturing research studies not included in PubMed.

For both search engines we used search words: ADHD AND (movement OR motion)

AND sensor AND diagnostics. The initial abstract selection was based on whether the

abstracts concerned detection or diagnostics of ADHD. Studies where the primary focus

was on brain signals or other aspects associated with objective diagnostics (e.g., task per-

formance) were excluded, as well as studies not published in international peer-reviewed

English journals or not reporting quantitative results. We also excluded studies examin-

ing eye movements, as they are likely to reflect different aspects in the ADHD symptoms

(i.e., shifting and focusing of attention) than bodily movements captured by the sensors.

Scopus found 13 studies of which six were found to be eligible for the present purposes,

while PubMed gave 15 hits of which seven were found to be eligible. Out of the seven

eligible studies found by PubMed, five were the also given by Scopus, leaving us eight

unique articles in total. Additional search words (hyperactivity, accelometer, accelerom-

eter, gyroscope, IMU, wearable-sensors) and Google Scholar were used to complement

the search procedure and previous meta-analyses and reviews were examined to further

identify eligible studies. Altogether, 25 studies were selected for more careful inspection

(see Table 1).
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2.2 Study Participants

Out of the eligible studies, 23 had children and 2 had adults as participants (Table 1).

The average age in pediatric studies has been 9 years and 33 in adult studies. On average

about 80% of the participants were males, reflecting approximately the typical gender

distribution of ADHD [20]. The information about the ADHD subtyping and examination

of comorbid symptoms in the clinical group as well as the methodological standards for

verifying that the controls do not have psychiatric or neurodevelopmental issues or how

well they represent the general population (e.g., distribution of socio-economic status

and education) varied across individual studies. However, in most cases participants with

neurological or psychiatric disorders, other than ADHD in the clinical groups, had been

excluded from the samples in the original studies.

2.3 Sensor Data Collection

The measurement devices have been actigraphs, smart-watches, VR-controllers, some

of which contain only an accelometer and some also a gyroscope. The studies have

used distinct types of sensors typically placed on hands (either a wrist monitor or hand

controller), and sometimes also on ankles or waist (Table 1). The wrist measurement

was sometimes done from the dominant and sometimes from the non-dominant hand,

which depend on the situation. For instance, during a school class the dominant hand

may be used more for writing or drawing, and other such activities and the movements of

the non-dominant hand could therefore give information about ‘irrelevant’ movements.

In experimental tasks that are performed with the dominant task, the motivation for

the sensor placement might be different, although in both cases data could be collected

from both hands, even just for the cross-validation. A few studies have used sensors

simultaneously in multiple body parts, also including hand and leg [13, 21]. The sampling

rates of the devices typically range between 1–30 Hz.

2.4 Experimental Designs

Experimental designs in ADHD studies collecting motion sensor data can be scarcely

divided into naturalistic studies where the data is collected at home and/or school and

laboratory studies where typically a specific task is being presented (Table 1). The design

also influences the duration of the measurement: naturalistic data can be collected over

several days (has been on average 18 h/day) and with a few sessions could potentially

fulfil the criteria concerning durability of the symptoms. The laboratory measurements

with experimental tasks, in turn, typically last for tens of minutes and maximum few hours

(on average 60 min). The main trade-off in the selection of this experimental design is in

sampling distribution and representativeness of the situations where the symptoms are

manifested (naturalistic designs) vs. contextual control with a measurement situation that

can be carefully interpreted and more reliably compared between individuals (laboratory

tasks). For example, a person could able to inhibit hyperactivity to manifest during a few

minute laboratory task as such behaviors are generally considered inappropriate and the
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situation is new to the participant, but on the other hand, data collected at the classroom

or home could be affected by numerous potential confounds related to what the activities

in the measurement days have been exactly (what kind of teaching was arranged and

how, what is the child’s situation at home or school etc.). At the moment, the empirical

evidence demonstrating the comparative benefits from single studies is limited. Average

classification accuracies have been 95% in naturalistic studies and 86% in studies with

laboratory tasks. Also, hybrid paradigms employing naturalistic tasks attempting to

combine the benefits of the naturalistic and laboratory designs are becoming increasingly

common. Such paradigms where motion sensor data is collected in a naturalistic situation

that is emulated in a virtual reality laboratory task, have been developed for classroom

[22] and home situations [23, 24]. A virtual classroom task that is commonly used in

ADHD studies is a variant of the CPT (see Introduction section [24]) that is one of

the most widely used experimental tasks in this domain overall. Finally, there are at

least two studies dividing the measurement period into multiple different real-world and

experimental measurement sessions that gives information about the influences of the

measurement context [21, 25]. O’Mahony and colleagues collected sensor data when

the participants were in the 1) waiting room with their parents, 2) in the waiting room

with a supervisor, 3) with the psychiatrist in her/his office, 4) with the psychiatrist and

parent, and 5) during performance of an experimental task [21]. Miyahara and colleagues

collected movement data from rather small children for about two hours when they were

performing multiple types of neuropsychological or computerized cognitive tasks [25].

2.5 Analysis Methods

The studies reviewed have used various analytical techniques to interpret the measure-

ment results collected by the sensors (Table 1). These techniques include machine- and

deep learning algorithms, as well as traditional statistical methods. The choice of method

generally depended on the design and main objective of the study, as well as the nature

of the data to be analyzed. Many of the reviewed studies used statistical tests, especially

analysis of variance (ANOVA). Statistical tests are considered useful for hypothesis-

driven research, as they allow for testing the significance of differences between groups

(ANOVA), means (t-tests), proportions (chi-square tests), and correlations (Pearson or

Spearman correlation tests). ANOVAs were typically used to examine the significance

of group differences in factors related to overall activity or changes in activity during

measurement periods. Similarly, the studies focusing on classification of the group status

of single individuals often used various statistical tests to evaluate which features should

be used in the process. While these tests are powerful for hypothesis testing, they come

with limitations. One major limitation observed in study by Miyahara et al. [25], was

that each test has its assumptions. For instance, ANOVA assumes homogeneity of vari-

ances and normal distribution in the populations being compared. These assumptions

can sometimes be restrictive and not met by all data sets. Violation of these assumptions

can lead to inaccurate results. Another limitation considering the aim of our study is

the classification of an individual, as traditional statistical tests are mainly capable of

describing differences and relations between features. However, there are classification
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methods that rely on some of these tests like discriminant analysis, which was used in

some of the studies [24, 25]. Discriminant analysis offers a rather simple and efficient

classification method, but it is limited by the assumptions in the tests included. Similarly,

machine- or deep learning algorithms have their own requirements for the input data,

but as there is a wide range of classification algorithms for different data types, the vio-

lation of assumptions can usually be avoided. Studies reviewed showed use of different

basic machine learning classification methods, such as support vector machine (SVM),

logistic regression and decision tree, as well as more advanced deep learning methods

like CNN. These methods were tailored for different types of input data and often pro-

vided accurate classification results. Considering all the methods, CNN offers a rather

different approach for the analysis, as it uses image data as an input. The accuracy of

CNN can also be affected by the number of convolutional layers. CNN was used only in

two of the studies reviewed [13, 26]. Amado-Caballero et al. [26] further experimented

on different combinations of convolutional layers and input window sizes to find the

highest accuracy. The implementation of these methods usually requires expertise in the

field, rather large data sets and more computing power compared to traditional statistical

methods.

3 Results

The published results have consistently reported group differences in the movement of

the participants with ADHD and neurotypical controls (Table 1). Classification accu-

racies for the detection of the group status in single participants range between around

70% and 99%. More specifically, there are many studies with acceptable to excellent

discrimination rates (70–90%), but then a few studies with outstanding classification

accuracies (>90% or even around 98–99%). Overall, the studies reported sensitivity

values of 87% on average. Similarly, the average specificity reached an average level of

86%. Both values are, as expected, close to the corresponding classification accuracies.

Overall, each individual study reported significant group differences in motion sensor

data between individuals with or without ADHD. Some studies reported the results sep-

arately in multiple different experimental situations or with a comparative analytical

method. For example, O’Mahony et al. [21] reported multiple accuracies, each obtained

from different experimental situations. Accuracies of these situations ranged from 81%

to 93%, and the final accuracy (95%) was obtained by combining the data in each inde-

pendent situation. Similarly, Kam et al. [27] reported results of two models which used

different situations (class, class + recess), but also differently implemented decision

trees. These models showed differences of 1–2% units in discrimination accuracy. More

dramatic differences were reported in the study by Amado-Caballero et al. [26], with

accuracies ranging from 56% up to 99%. For each study, Table 1 presents the high-

est achieved accuracies, if reported. Otherwise, the most significant features by group

difference are presented.
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Table 1. Summary of included studies divided between naturalistic designs and laboratory tasks.

Both categories are in ascending order by mean age of the participants.

Author(s) and

Publication Year

Number and

Gender Ratio of

Subjects and

Controls

Age range

or mean

(M)

Sensor Type,

Placement and

Duration

Analysis

Method

Discrimination

Accuracy /

Effect size

Interpretation

Studies with Naturalistic Design:

Lin et al. 2020

[28]

15 ADHD,

15 controls (total

27% females)

M: 6.83

SD: 1

Smartwatch

IMUs on wrist

2 h for 3

consecutive

days

Two sample

t-test, ROC

AUC: 82.0%

p < 0.001

Method is

moderately

accurate

Kam et al. 2010

[27]

10 ADHD,

132 controls

M: 7.44

SD: 0.62

Actigraph on

non-dominant

wrist

Single 3h

period

Decision tree ACC: 99.3%

SE: 100.0%

SP: 99.2%

Method is

extremely

accurate

Langevin R et al.

2012 [29]

5 ADHD,

5 medicated

ADHD,

5 healthy controls

(total 13%

females)

M: 8.13 Actigraph on

non-dominant

wrist

Two periods

of 5

consecutive

days

Kruskal-Wallis

test

Nocturnal

movement,

group

difference by

period: p =

0.008

Significant

group

differences

Lindhiem et al.

2022 [30]

15 ADHD,

15 healthy

controls

6–11 yr Smartwatch

IMUs on wrist

Single period

of 2 days

SVM, Logistic

regression,

Random Forest

ACC: 89.0%

SE: 93.0%

SP: 86.0%

Method is

highly

accurate

Gruber R et al.

2011 [31]

11 ADHD (36.4%

female),

32 healthy

controls (37.5%

female)

M: 8.70

SD: 1.30

Actigraphy

Period of 6

consecutive

nights

ANOVA,

MANOVA

sleep

efficiency:

F(1, 38) =

86.18

p < 0.001

Significant

group

differences

Munoz-Organero

et al. 2018 [13]

11 ADHD,

11 healthy

controls (total 9%

females)

6–12 yr Accelometer

on dominant

wrist and

ankle

Single 24h

period

CNN ACC: 93.8%

SE: 80.0%

SP: 100.0%

Method is

very accurate

Licht CA et al.

2009 [32]

9 ADHD (11%

females),

9 healthy controls

(22% females)

M: 9.22

SD: 1.09

Actigraph

around the

waist

24h for a full

7-day week

ANOVA Group X

Period

quadratic

effect:

F(1, 16) =

5.12,

p = 0.04

Significant

group

differences

Tsujii N et al.

2009 [33]

18 ADHD,

10 PDD,

18 Controls

M: 9.23

SD: 1.45

Actigraph on

non-dominant

wrist

Single 1 week

period

ANOVA,

post-hoc

Scheffét-test

Average and

SD Activity

during recess:

F = 8.84 and

F = 12.11

p < 0.001

Significant

group

differences

(continued)
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Table 1. (continued)

Author(s) and

Publication Year

Number and

Gender Ratio of

Subjects and

Controls

Age range

or mean

(M)

Sensor Type,

Placement and

Duration

Analysis

Method

Discrimination

Accuracy /

Effect size

Interpretation

Amado-Caballero

et al. 2020 [26]

73 ADHD,

75 healthy

controls

6–15 yr Actigraph on

dominant

wrist

Single 24 h

period

CNN ACC: 98.6%

SE: 97.6%

SP: 99.5%

Method is

extremely

accurate

Brandt et al. 2012

[34]

5251 ADHD Initial:

M: 7.00,

Follow-up:

M: 14.00

Actigraph

around the hip

7 consecutive

days during

waking hours

Linear

regression

models

Model 2:

F = 477.07

p = 0.001

Significant

group

differences

Faedda et al. 2016

[35]

44 ADHD,

42 healthy

controls,

48 bipolar

subjects

5–18 yr Actigraph

around the

waist

Continuous

period of

3–5 days

ANCOVA ADHD vs

Control

Activity levels:

p < 10–6

Significant

group

differences

Studies with Laboratory Task:

Miyahara et al.

2014 [25]

93 ADHD (26%

females),

76 healthy

controls (33%

females)

M: 3.72 Actigraph on

waist and

non-dominant

ankle

2 visits of

approx. 2 h

each

Discriminant

analysis

ACC: 69.8%

p < 0.001

Satisfactory

accuracy and

significant

group

differences

Bhattacharyya

et al. 2022 [36]

10 ADHD,

20 controls

3–5 yr EEG on

forehead and

CCD

Single period

of 14 min

two-tailed t-test

after Welch’s

correction

Hyperactivity

index:

t = 8.836,

p < 0.0001

Significant

group

differences

Chang et al. 2023

[37]

31 ADHD,

31 controls (48%

females for both

groups)

M: 7.66

SD: 2.33

Smart chair

Routine visit,

approx.

7–15 min

KNN, SVM,

XGBoost

ACC: 92.3%

AUC: 98.0%

Method is

highly

accurate

O’Mahony et al.

2014 [21]

24 ADHD (29%

females),

19 controls (53%

females)

M: 9.00

SD: 1.37

IMUs on waist

and dominant

ankle

Lab visit,

approx. 1h

SVM ACC: 95.1%

SE: 94.44%

SP: 95.65%

Method is

very accurate

Rapport MD et al.

2009 [38]

12 ADHD,

11 Controls

(no female)

M: 9.04

SD: 1.36

Actigraph on

non-dominant

wrist and both

ankles

Single 2.5 h

period with

2–15 min

breaks

ANOVA Total activity

by group:

F = 36.55,

p < 0.001

Significant

group

differences

(continued)
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Table 1. (continued)

Author(s) and

Publication Year

Number and

Gender Ratio of

Subjects and

Controls

Age range

or mean

(M)

Sensor Type,

Placement and

Duration

Analysis

Method

Discrimination

Accuracy /

Effect size

Interpretation

Dane AV et al.

2000 [39]

20 inattentive

ADHD (15%

female),

22 combined

ADHD (18%

female),

22 controls (36%

female)

M: 9.17

SD: 1.40

Actigraphy

Two 2h

periods

Univariate

analysis and

ANOVA

ADHD vs.

Control, by

Session:

F(1,61) = 8.32

p < 0.01

Significant

group

differences

Inoue K et al.

1998 [40]

20 ADHD

52 Controls

(no female)

M: 9.36 Actigraph on

waist

Single 1–2 h

period

First 10 min

mean activity:

SE: 75.0%

SP: 62.0%

p < 0.01

Significant

group

differences

Halperin JM et al.

1992 [41]

31 ADHD,

53 non-ADHD,

18 controls

M: 9.65

SD: 1.82

Actigraph on

waist

Single 1h

period

ANOVA,

ANCOVA

Activity level

F = 8.25

p = 0.001

Significant

group

differences

Seesjärvi et al.

2022 [24]

38 ADHD (13%

females),

38 healthy

controls (21%

females)

M: 10.54

SD: 1.08

EPELI VR

simulation and

controllers

Total duration

max 35 min

Discriminant

analysis

Controller

motion:

AUC: 73.0%

SE: 71.0%

SP: 66.0%

Significant

group

differences

Merzon et al.

2022 [23]

37 ADHD (22%

females),

36 healthy

controls (42%

females)

M: 10.59

SD: 1.08

Eye tracker in

EPELI VR

simulation

Single period

of 25–35 min

SVM Controller

motion:

AUC: 70.0%

p = 0.0085

Significant

group

differences

Wood AC et al.

2009 [42]

116 ADHD (10%

female),

119 siblings of

ADHD (51%

female),

218 controls (22%

female)

M: 11.87

SD: 2.62

Actigraph on

waist and

dominant leg

Single 2h

period with

25 min break

t-test, ROC Leg & waist

movement

intensity:

AUC: 79.0%

Method is

moderately

accurate

Halperin JM et al.

2008 [43]

98 ADHD,

85 controls

(no female)

Initial

M: 9.09

SD: 1.30

Follow-up:

M: 18.40

SD: 1.63

Actigraph on

non-dominant

ankle and

waist

Interview and

test battery

MANOVA Ankle Activity,

Cohen’s d:

0.66

p < 0.001

Significant

group

differences

Delcour Jensen

et al. 2021 [22]

10 ADHD

10 controls

Na (Adult) VR-CPT

system and

controllers

(head, leg,

hand)

Two sample

t-test

Overall

activity:

t = 2.33,

p = 0.039

Significant

group

differences

Edebol et al. 2013

[44]

55 ADHD (54%

female),

202 healthy

controls (44%

female),

84

ADHD-normative

(44% female)

M: 33.16

SD: 9.82

QbTest-plus

Single 20 min

period

Fisher’s exact

test

SE: 86.0%

SP: 83.0%

Method is

moderately

accurate
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4 Discussion

The present critical review identified 25 studies examining the role of motion sensors in

the clinical assessment of ADHD. Fifteen of these studies, focusing on overall daytime

activity levels and not on detection of ADHD symptoms are not discussed here in detail

because the research questions in these studies do not allow comprehensive discussion

of the clinical interpretability and utility of the findings, these studies are not method-

ologically comparable to the novel studies, and a meta-analysis on these older studies

already exists [15]. Overall, the reported classification accuracies or AUC’s for identify-

ing single participant status are highly varying across individual studies (Table 1), which

could be due to several factors (e.g., different analysis methods, sample characteristics

or measurement solution, variability in the measurement context). Such heterogeneity in

the research in this emerging field should be carefully considered and one important issue

to advance the clinical use of these methods would be to establish generally accepted

research standards to this field. This paper raises some of the critical questions to improve

sensor-based research of ADHD attempting to serve in this path toward future health

care applications. Besides varying experimental designs and research methods, clinical

interpretation of the findings is limited by the participant samples that rarely represent

the true variability in the population especially lacking demonstrated cases of attention

deficits below the diagnostic threshold (i.e., the groups may have included those with a

diagnosis or individuals with no attention deficits whatsoever) and individuals with other

neurodevelopmental disorders (e.g., learning disabilities, autism spectrum disorder, con-

duct disorder, mood and anxiety disorders). Finally, the work resulting to detailed under-

standing of the motion sensor signals as part of the manifestation of ADHD symptoms is

still underway. It would be critical to carefully benchmark or cross-validate the sensor-

based methods against other assessment methods and determine which individuals with

ADHD can or cannot be detected by the accelometer data. Research addressing these

topics is likely to determine how broadly and for which purposes sensor-based methods

could be used at the clinic. In most cases the challenges ahead are such that at least in

principle they can be solved even with the existing methods by running more extensive

high-quality studies employing the current technologies (e.g., large-scale multi-center

studies) along with other benchmarking methods and detailed contextual descriptions.

In the following sections, we will go through these research quality issues and clinical

aspects in more detail.

4.1 Critical Analysis of the Research Quality in Sensor-Based ADHD Studies

Evaluation of the quality of research findings here involves several issues starting from

(1) the number and location of the sensors in the measurement concept, (2) sensor type

and sampling rate, to (3) the measurement situation and contextual control (e.g., natu-

ralistic vs. experimental) and (4) various choices made in the data analysis (e.g., simple

frequentist statistics vs. advanced machine learning methods). The existing studies have

mostly utilized a single sensor worn in the hand, leg, or waist (Table 1). Although a

single sensor is probably able to detect the overall level of activity, it may not detect

all the relevant hyperactivity symptoms that are essentially characterized by specific

types of bodily movements when the participant is otherwise still [45]. For instance,
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in the measurements at the school class, distinguishing movements of the hands and

legs (fidgeting), torso rotations (e.g., talking to another student), moving from the seat

(interruptions of the learning situation) and other such distinct behaviors signal very dif-

ferent issues and detecting such movement patterns could significantly improve clinical

interpretability. For such an analysis, including at least four sensors would be critical.

Inaccuracies in the detection of the symptoms could also relate to the sampling rate.

Some studies have collected data at 5 Hz sampling rate [28] that could potentially limit

detection of high frequency movement signals. However, overall, it is likely that the

sampling rates of the existing commercially available sensors are sufficient for detailed

enough movement analysis and the bottle necks could be in other factors coming from

the sensor placement and data analytics [21, 27]. Some data loss has been taking place

in the existing studies, but such problems are likely not going to be a key factor from

the methods development side since there are many sufficiently reliable measurement

solutions available and the data is generally exceptionally rich as compared with many

other methods and a few percentages data loss could be easily tolerated in the measure-

ments that may last for several days. We suggest that a more important factor instead

would be to obtain more detailed data on the measurement situation to help to improve

interpretability of the findings. Apparently, the accuracy to detect the symptoms may

vary a lot even in the same group of participants within a study according to the measure-

ment situation [25, 39]. It would also be important to acquire reference data from certain

type of bodily movements to teach the algorithm to identify certain type of movement

patterns (supervised learning), improve interpretability of the complex machine learning

and deep learning methods that tend to be ‘black boxes’, and share the algorithms for

transparent evaluation and testing across the datasets to increase the transparency of the

research.

4.2 Evaluation of the Clinical Utility of the Sensor-Based Diagnostics

Most of the so far conducted studies have been pilot studies with small samples not

representing the variability of attention deficits or psychiatric and neurodevelopmental

disorders in the population, but a few refreshing examples with two clinical populations

[33, 35] or impressive sample sizes [34] have already been conducted indicating that this

research field is going to a direction where sufficient representativeness of the normative

and clinical data maybe be evidently reached. Measurement durations are highly varying

(Table 1), but as there are so many factors that differ between the individual studies

(sensor solutions, analytical methods, experimental paradigms) apparently the amount

of datapoints is not a critical factor in achieving excellent classification accuracy. Several

studies have obtained outstanding classification accuracy already in short one session

measurements. Hence there is no reason to assume that at least in those cases where

the two populations clearly differ (no suspicion of other disorders, comorbid symptoms,

or close cases near the diagnostic threshold) even a relatively short measurement is

sufficient. The amount of data might be an issue to consider when extending to other

types of populations and trying to fulfill the more stringent clinical criteria. The stringent

clinical criteria require not only confirming the prolonged appearance of the symptoms

(min. 6 months) and manifestation of the symptoms in multiple environments (e.g., home
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and school), but also the influence of the measurement time (e.g., summer holiday vs.

stressful school or work period) would be highly important.

Another factor that should be accounted for and has already been examined to some

extent is the time of the day, which could influence participants with or without ADHD

differentially and should be considered in short measurements. Especially the mid-range

activity periods have been suggested to contribute to detecting ADHD [13, 27]. Due to

the day-to-day differences in measurement outcomes multiple different measurement

days might be the best option to assure reliable and representative results [25, 29]. It has

been noted that during a multiple session study, activity levels in ADHD participants

may not change over the study, but in the control group activity levels reduced after the

first measurement day [25]. This could be due to adjusting to the study participation

and normalization of the behavior after the study beginning [25]. Finally, the possible

role of the medication in the clinical reference samples should be further examined. It

is difficult to obtain medication naïve reference samples and recommendations for the

washout period and knowledge of the history of drug use are varying. Generally, it can

be expected that the history of stimulant use should not be a major confounding factor as

most of the drugs that are at use have limited aftereffects and are the effect is relatively

short lasting.

Factors that are increasingly commonly examined in ADHD studies are the influence

of age and gender on the manifestation of the symptoms. Among the published studies,

only a few have been conducted in adults [22, 44]. In general, hyperactivity/impulsivity

symptoms are less often observed in adults and the symptoms may be milder. In a

similar vein, symptoms in females are typically more on the inattention domain and

therefore it could be that detection of females with ADHD might be more difficult based

on motion sensor data. Based on the currently available data, it is difficult to make

detailed inferences on the role of age and gender on the detection accuracy. However, a

recent review included data on gender and age differences in ADHD symptoms among

a cohort of 1,326 children and adolescents revealed significant negative associations

between female gender and total, inattentive, and hyperactive/impulsive ADHD symp-

toms, and age was found to be significantly associated only with hyperactive/impulsive

symptoms [46]. Until these issues are carefully examined, e.g., by providing reference

samples and sensitivity/specificity values for different subgroups, the application of these

methods should be handled with caution. Although especially in children and in boys

hyperactivity/impulsivity are quite strongly correlated with inattention, the limited avail-

able data could lead into underdetection of individuals with particular type of symptom

patterns. While the gender/sex bias of ADHD may result to underrepresented female

populations in research, such factors could be taken into account e.g., by prescreening

gender-balanced groups from a larger sample. With prescreening, also the possible influ-

ence of many other potential confounding factors (e.g., socioeconomic status, general

abilities, academic performance) could be controlled. In many of the published studies,

even the lack of neurodevelopmental disorders in control group participants has not been

carefully examined. Researchers have raised the point that in larger representative sam-

ples with detailed background information many of these factors could be accounted for

[27].
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At the same time when the current literature gives still a limited window on what

aspects in ADHD sensor-based methods detect and what the obtained results reflect, it is

good to keep in mind that potential applications of these methods go way beyond exam-

ination of the core symptoms. Studies reporting several other use cases have already

been conducted. More specifically, motion sensors could be useful even in detecting the

aggressive episodes that are commonly observed as ADHD has high comorbidity with

conduct disorders [47]. Motion sensors could also help in detecting comorbid coordina-

tion disorder [48], neurological soft signs [49]. Finally, they have considerable potential

for monitoring the treatment such as examining the effects of stimulants (including the

detailed data on the type of the stimulants and individual dosing) [50] or even quality of

life [51]. Together these promising opportunities paint a rather positive landscape on the

potential clinical applications of sensor-based methods. There are several aspects raising

from the critical analysis of the published studies that could be considered in planning

future research. To control for the contextual effects, researchers could consider mea-

suring multiple participants simultaneously in a same adult supervised situation could

help in interpreting the data from several participants in the same situation. With such a

setting, it might be possible to get further information also regarding other clinically rel-

evant aspects such as hyperactive behavior during social interaction in group situations.

Besides contextual control, generally the number of participants within a study should

be larger. Based on the reported studies, the role of the measurement duration in the

accuracy in detecting ADHD remains unclear, as shorter studies have been stringently

controlled laboratory studies while the longer ones are naturalistic studies including

various potential confounding factors coming from the naturalistic measurement con-

text. This is certainly one factor that could be considered, for instance, by developing

experimental designs with somewhat comparable naturalistic and laboratory conditions

(e.g., virtual vs. real school class or home situation). Due to the complementary nature

of different technological advances aiming at objective diagnostics, integrative solutions

potentially combining input data from multiple sources could give best results. Large-

scale data pools with rich questionnaire, interview, neuropsychological, virtual reality,

motion sensor, biosensor etc. data where advanced computational analyses can be per-

formed could help clinicians to obtain reliable results. According to the present results,

the opportunities of standard smart watches, rings or even mobile phone sensor signals

for diagnostics could also be further examined. For example, smart watches may contain

biosensors that could complement the data provided by the motion sensors [5]. In one

potential scenario, smart watch users could download a medical app that would give

data to healthcare service providers that could then be accounted for in the diagnostics

process.

4.3 Conclusions

This article critically evaluated the research quality and clinical utility of the studies

employing motion sensor data for ADHD assessment, discussing the current state of

the research in this field as well as needs for future improvements. The motivation for

this branch of research relates to the need for developing objective assessment methods

being able to record manifestation of the symptoms even over long times in everyday

life with relatively little effort from the participants. These features also make motion
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sensor methods such that the participants will not pay too much attention to their pres-

ence and change their behavior in a way that might bias the results. Such methods could

be relatively cheap, easy to use, and cost-effective, potentially saving limited healthcare

resources and improving the quality of the assessment. Motion sensors hence provide

multiple potential benefits as compared with current diagnostic methods such as inter-

views and questionnaires. Despite these promising features, this branch of research

is still at the early stages considering large-scale clinical use. Majority of the studies

covered in this review have limited sample sizes, underrepresentative populations, and

especially the performance of these methods in diffential diagnostics remains largely

unclear. The methods in the studies are heterogeneous, which makes rigorous quan-

titative assessment of factors contributing to clinical value of these methods difficult.

Quality standards, some of which were introduced in the present manuscript, should

be kept high to meet the medical regulation criteria and large enough studies with rep-

resentative samples need to be conducted replicating the promising results. Especially

the measurement concept (naturalistic vs. laboratory-based, and which type of measure-

ment sessions/tasks) and annotation of the context, supervising the classifiers and such

factors influencing the performance of the computational methods should be carefully

examined. When meeting these criteria, motion sensor research may provide methods

complementing ADHD diagnostics already in the near future.
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Abstract. Modelling relation between Pulse Transit Time (PTT) and blood pres-

sure (BP) is a critical step in BP estimation for wearable technology. Recognizing

the limitation of assuming constant vessel and blood conditions, we developed a

simplified pulsatile flow model to analyze how various factors affect PTT values.

Our research focuses on the impact of mechanical characteristics, such as vessel

diameter, wall thickness, blood viscosity, and pressure, on PTT measurements

and subsequent BP estimation. Measurements were conducted using accelerom-

eter sensors within a custom-designed mock circulatory loop. This setup allowed

for the testing of a wide range of pressure values and pulsation rates, as well as

the modification of viscosity in blood-mimicking liquids across different vessel

models. We employed the Moens-Korteweg conversion model for pressure estima-

tion, initially trained on PTT data from a specific setup parameter combination,

and subsequently tested with data from varied setup parameters. We observed

high correlation levels (r = 0.93 ± 0.09) paired with high error (RMSE = 163 ±

100 mHg), suggesting potential inaccuracies in pressure estimation. We present

the recorded signals and discuss how alterations in physical conditions influence

PTT values and the precision of BP estimation.

Keywords: blood pressure · body area sensor · heart rate · phantoms and

simulation · pulse transit time

1 Introduction

The demand for continuous and non-intrusive health tracking has driven advancements in

the field of blood pressure (BP) monitoring. While the conventional cuff-based approach

remains the current standard for BP measurement, recommended by hypertension experts

for clinical evaluation [1], its inherent limitations, including intermittent measurements,

discomfort, and the need for user compliance have fueled a search for more innovative and

user-friendly alternatives. Therefore, various approaches have been investigated over the

last few decades, aiming to develop wearable and cuffless method of BP measurement. It

is included in the latest generation of smart watches [2, 3], wristbands [4], armbands [5],
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or rings [6, 7]; there are proposals to measure BP using smartphones [8] or diverse types

of skin patches [9–11]. Despite of the fact that some of the devices are already available

on the market, accuracy of the measurement is often questionable; consequently, global

BP guidelines do not endorse the utilization of wearable devices for diagnostic and

treatment decisions. [1, 12, 13]. Moreover, validation against cuff-based measured BP is

being criticized as a reliable reference for this purpose, and thus changes in requirements

are called for [14, 15]. Consequently, research on cuffless non-invasive BP measurement

techniques is still ongoing.

One of the methods utilized in some of the aforementioned solutions is indirect

estimation of BP based on measurement of Pulse Transit Time (PTT). PTT is the time

between two pulse waves propagating on the same cardiac cycle from two separate

arterial sites. It is assumed that PTT is inversely related to BP, since with increasing BP,

increasing distending pressure and decreasing arterial compliance, pulse wave velocity

(PWV) rises and thus PTT shortens [4]. The PTT-based methodology has garnered

significant attention within the research community due to its potential for wearable

applications and its apparent simplicity. From a hardware perspective, the non-invasive

detection of pulse can be achieved relatively easily using various modalities and sensor

types. However, the relationship between BP and PTT is intricate and difficult to model.

Both values are influenced by interconnected factors, such as blood viscosity, vessel

stiffness and diameter, wave reflections along the arterial tree, varying shear rates in

blood flow, cardiac output (determined by heart rate and stroke volume), sympathetic

system activity, and the overall condition of the vasculature. Consequently, the measured

values of pulse delays can be difficult to interpret, showing little to no value for beat-

to-beat BP estimation [16]. Thus, an understanding of the cardiac flow properties is

crucial in development of new methods and tools for cardiovascular health monitoring

and improvement of the PTT-BP conversion models.

1.1 Mechanical Properties of Blood Vessels, Flow, and Pressure

The characterization of blood flow presents inherent challenges due to the irregular struc-

ture of blood and the disruptive influence of red blood cells on viscosity. Additionally,

vessel thickness varies throughout the arterial tree, introducing further complexity to

the modeling process. Blood vessels endure forces from blood flow and surrounding

tissues. The blood viscosity causes different levels of shear stress occurring tangentially

to the vessel lumen, influencing the ease with which blood flows through the vessels

and the resulting impact on vascular dynamics. Depending on factors such as the hema-

tocrit levels, plasma viscosity, and the properties of red blood cells, blood viscosity is

difficult to define with single number. Common agreement is that the normal range is

between 3.5 and 5.5 cP, however the values can be different in the large arteries, the

veins, and the microcirculation [17, 18]. Although 70% of blood vessel walls consist of

water, the rest is a complex mix of collagen, elastic fibers, proteoglycans, and vascular

cells organized in layers. These layers differ in thickness and composition across vessel

types and diameters. Large arteries have a thick media layer with more elastin, while

small arteries have more smooth muscle cells; veins have a thinner media layer and less

elastic tissue [19]. The vessel wall is structured to withstand and transmit forces from
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blood flow, pressure, and surrounding tissues. The composite characteristics of the vas-

cular wall result in distinctive mechanical properties when responding to physiological

forces. In the example of artery, the response depends on the pressure inside the artery:

low pressure states (<80 mmHg) engage the response from soft elastin fibers, while

higher pressures cause stiff collagen fibers to dominate the response in order to avoid

vessel damage [19, 20].

Therefore, the placement of the sensors in PTT measurement will have an impact

on PTT-BP way beyond just a distance. Commonly, ECG R-peak is used as a proximal

point, paired with the slope of PPG pulse measured periphery, e.g. on the finger. There

is no agreement on which endpoints are the best choice. On one hand, PTT estimation

along central arteries seems to be promising, because of central arterial wall properties

and little interference caused by vasomotion and wave reflection [21]. On the other hand,

distal waveforms are measured often with satisfactory results, with measurement from

heart to toes and fingers showing better correlation with cuff-based BP than from heart

to earlobes [22, 23].

1.2 Mathematical Models to Estimate BP Based on PTT

Modeling of PTT-BP relation is based on the works by Moens and Korteweg on the flow

in tubes. The velocity of the fluid wave was be determined as a function of vessel and

fluid characteristics [24, 25]:

PWV =
d

PTT
=

√

Eh

2ρr
(1)

where PWV – pulse wave velocity, d is distance between sensors, ρ is the blood density,

r is the inner radius of the vessel, h is the vessel wall thickness, and E stands for Young’s

modulus describing the elasticity of the arterial wall. Young’s modulus E is not a constant,

but it varies nonlinearly with pressure [26]:

E(P) = E0 e
αP (2)

where E0 is the zero-pressure modulus, α is a constant that depends on the vessel and

P is pressure. Deriving a formula directly from Eqs. (1) and (2), we get logarithmic

relation between PTT and BP [27]:

BP =
1

α
· ln

(

d

PTT

)2

+
1

α
· ln

2rρ

hE0
= k2 − k1 · ln PTT

2 (3)

Alternative formulas have been proposed, defining the relation e.g. as linear [28] or

polynomial [29]. However, there are inaccuracies in all models deriving from Moens-

Korteweg equation, as they make multiple presumptions to simplify the complicated

relationship. The primary presumptions are that smooth muscle contraction and viscous

effects are negligible, arterial elasticity is not significantly modified by aging or disease

during measurement, and the timing points of the distal pulse are free of wave reflections.

Additionally, both approaches assume that the thickness and diameter of the vessel
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remain constant for changing BP level, and that the vessel wall is thin and can be

modeled as an unchanging thin shell. However, the thickness-to-radius ratio of human

vessel is beyond the limit for a thin shell, and the change of the radius of a human artery

can reach ∼30% due to BP changes [30].

In this study, we aim to assess the impact of variations in blood viscosity, vessel

diameter, and vessel wall thickness on the error in BP prediction. We compare how the

model trained on the same environmental parameters will respond to change in one of said

parameters. Measurements of PTT were conducted within a simplified mock circulatory

loop. This setup allows testing across a wide range of pressure values and pulsation

rates, along with precise control over the viscosity of the blood-mimicking liquid and

the parameters of the flow architecture elements. The controllable environment facilitates

the analysis of components influencing the recorded signal characteristics, the derived

PTT, and subsequent pressure estimation.

2 Methodology

2.1 Pulsatile Flow Simulation

Haemodynamic simulations were performed using a mock circulatory loop consisting

of pulsatile flow generator, an artificial blood vessel, pressure control, pulse sensors

and blood-mimicking liquid, see Fig. 1. The system employs a dosing pump (Injecta,

Athena AT.MT4) with a pumping rate set to 1 Hz. The pump induces a circulation of

fluid inside of the tube system, with a detectable pulsation corresponding to the pumping

rate. For blood vessel emulation we used tubes made of latex, with the manufacturer

determined hardness K = 40 (Shore A). System tubing was made with tubes of inner

diameter 9 mm and wall thickness 2 mm. To study the influence of vessel dimensions

and elastic properties on measured signals, system architecture included a replaceable

test tube (see Fig. 1).

Four tubes with different parameters were used in the experiments, with their dimen-

sions shown in Table 1. Pressure of the fluid in the system is controlled using disc

pump (TTP Ventus). Two pressure sensors (Honeywell sensing and solutions, SSC-

DRRN005PDAA5) with measurement accuracy of ±2.5% (full scale span) were placed

at both ends of the test tube. In order to determine propagation velocity of the pressure

waves travelling along the tubes, we used accelerometers (ACM) (model LIS344ALH

from STMicroelectronics), which allow detection of the exact moment of the pulse

appearance in corresponding set locations. The distance between ACMs was 45 cm.

ACMs are sensing the tube displacement caused by travelling pulse wave that can be

easily distinguished as sharp acceleration responses enabling exact time determination.

All sensors used in the setup are connected to NI USB – 6289 multifunction I/O device

with data acquisition at 5 kHz sampling rate. The pump and pressure are controlled via

custom-made LabView software.

Water-glycerol mixture of different proportions served to mimic the blood on differ-

ent viscosity levels. The temperature of the glycerol mixture influences its viscosity and

therefore it requires temperature control. If we assume the viscosity of human blood is

approximately 4 cP [18], it is almost equivalent to the viscosity of a 40% glycerin solu-

tion. A temperature sensor was placed inside the liquid tank. Viscosity of used mixtures
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Fig. 1. Mock circulatory loop emulating pulsatile flow with known pulsation rate and variable

pressure levels. Water-glycerol solutions of different concentrations were serving as a blood

mimicking liquid. Latex test tubes of different dimensions were used for emulating the vessels.

Table 1. Parameters of elastic tubes used in the experiment.

Inner diameter

(mm)

Wall thickness

(mm)

Outer diameter

(mm)

Thickness-to-radius

ratio h0

Tube A 9 2 13 0.44

Tube B 9 2.5 14 0.56

Tube C 10 2 14 0.4

Tube D 10 3 16 0.6

were calculated using the standard formula [31, 32]. Tested concentrations together with

their density and viscosity levels in measured temperature are shown in Table 2:

Table 2. Glycerol concentrations used in the study. The temperature of the liquid was in the range

of 22 °C.

Glycerol concentration Density [kg/m3] Dynamic viscosity

[Ns/m2]

Dynamic viscosity [cP]

0% 997.61 0.0010 0.96

20% 1056.2 0.0019 1.88

30% 1085.2 0.0028 2.81

40% 1113.5 0.0044 4.48

45% 1127.3 0.0058 5.81

50% 1140.9 0.0077 7.71
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2.2 Data Acquisition

Twenty-four scenarios were tested using four different tube diameters, each measured

with six concentrations of aqueous-glycerol mixtures. Pressure levels in the system

were continuously increasing in the range from 0 to 220 mmHg. Measurements for each

combination were repeated three times in order to ensure results repeatability, with PTT

value being an averaged value of three repetitions. An example of the signal recorded

with ACM with the peaks detected for each pulse is shown on Fig. 2. Signal quality was

good with clear separation between pulse complexes from consecutive pressure cycles.

For this reason, raw signal was used directly. The offset value has been removed, so that

the signal was oscillating around zero.

Fig. 2. Part of the signal recorded using ACM with detected pulses marked with red asterisks.

Acceleration waveforms are sufficiently similar to typical waveforms when measuring heartbeat.

2.3 Statistical Analysis

Data are expressed as means ± standard deviations or percentages. Root means square

error (RMSE), Pearson’s correlation coefficient (R) and Bland–Altman analysis were

used for the evaluation of agreement between the two methods of pressure estimation.

Bland-Altman rates included RPC, reproducibility coefficient (±1.96 * SD values) and

CV, coefficient of variation (SD of mean values in %).

3 Results

3.1 System Stability Testing

The stability test was conducted using a 50% glycerol liquid. Twelve different pressure

levels were applied, and the dosing pump was operated at a frequency of 1 Hz. The exper-

iment was repeated five times. For the analysis, three random pressure levels (40 mmHg,

80 mmHg, and 180 mmHg) were chosen, and individual random acceleration pulses and

pressure pulses were examined. The Pressure 1 signal was utilized in determining the

pressure levels. The analysis using longer signal periods was hindered due to the pump

driving clock pulse exhibiting jitter up to 0.04 s, causing the pulses to be out of phase.

Stability was assessed by identifying the maximum PTT errors (the differences between

the highest and lowest PTT values) in each situation and calculating the mean and stan-

dard deviation of the errors. The pump driving clock pulses were precisely set to the

same phase. Figure 3 shows the pressure and acceleration pulses in different pressure

levels. The average maximum PTT error was 9 ms and the standard deviation 3.9 ms.

The number of used acceleration pulses was 45.
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Fig. 3. Changes in pulse signal shapes when detected by pressure sensors (A) and acceleration

sensors (B) for pressure levels of 40 mmHg, 80 mmHg and 180 mmHg and 50% water-glycerol

solution.

The second part of the stability test was measurement of the single pulse signal

shape, when liquids of different glycerol concentrations are used in the similar size of

the test tube. Observed signals are displayed on Fig. 4:

Fig. 4. Attenuation of the acceleration pulse amplitude, as the effect of viscosity change. Tested

concentrations: 0%, 30%, 40%, 50%.

3.2 Influence of Liquid Viscosity and Tube Dimensions on PTT Levels

Figure 5A shows the variations in PTT levels across different viscosities of the blood

mimicking liquid, all measured within the same tube. Numerical values for all tubes

presented as a mean PTT change in comparison to reference concentration of 40% are

shown in Table 3. Conversely, Fig. 5B displays the PTT variations observed across

different tubes while maintaining a consistent viscosity of the blood-mimicking liquid.

Changes of PTT values as compared to Tube A serving as a reference are shown in

Table 4.
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Fig. 5. Changes in PTT values for: A. different viscosities of glycerol solution in Tube A.

B. different tube parameters, 40% glycerol solution.

Table 3. Variations in PTT levels (ms) caused by changes in liquid viscosity in reference to 40%.

0% 20% 30% 40% 45% 50%

Tube A −4.2 ± 0.5 −2.5 ± 0.6 −1.3 ± 0.5 0 2.7 ± 0.7 3.9 ± 0.9

Tube B −5.8 ± 0.2 −3.7 ± 0.3 −2.4 ± 0.9 0 2.5 ± 0.1 4.0 ± 0.3

Tube C −3.6 ± 1.0 −1.9 ± 0.9 −1.3 ± 0.9 0 1.6 ± 0.2 2.5 ± 0.8

Tube D −7.2 ± 1.2 −0.9 ± 0.6 −2.3 ± 0.5 0 1.6 ± 2.1 2.0 ± 0.5

Table 4. Variations in PTT levels (ms) caused by changes in liquid viscosity in reference to

Tube A.

Concentration Tube A Tube B Tube C Tube D

0% 0 0.5 ± 0.7 5.5 ± 0.2 0.8 ± 0.2

20% 0 0.9 ± 0.9 5.5 ± 0.9 5.6 ± 0.9

30% 0 1.0 ± 0.7 4.9 ± 0.6 3.1 ± 0.4

40% 0 2.1 ± 1.0 4.9 ± 1.3 4.0 ± 1.6

45% 0 1.9 ± 0.6 3.8 ± 0.4 2.9 ± 2.6

50% 0 2.2 ± 0.4 3.4 ± 0.4 2.1 ± 0.4

3.3 Regression Model Based on Moens-Korteweg Equation

A regression model was created based on PTT and BP levels measured for a reference

viscosity 40% and Tube B, following the formula (3). Correlation plot and Bland-Altman

plot are shown on Fig. 6A–B. Model parameters are shown on Fig. 6C.

Model parameters (Fig. 6C) were used to estimate pressure values based on the PTT

obtained using data from different liquid viscosities and tube dimensions. Relative errors
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Fig. 6. A: Correlation plot between estimated and measured pressures, r = 0.96. B: Bland-Altman

plot: mean difference = 0, RPC = 11.96, C: model parameters.

resulting from these estimations are shown in Table 5. Correlation coefficients are shown

on Fig. 7A, RMSE values are shown on Fig. 7B.

Table 5. Relative error between estimated and measured values.

Concentration Tube A Tube B Tube C Tube D

0% 3.2 ± 1.6 2.8 ± 1.2 0.5 ± 0.5 2.5 ± 1.2

20% 2.4 ± 1.3 2.2 ± 1.8 −0.5 ± 0.5 −0.5 ± 0.4

30% 1.8 ± 1.0 1.4 ± 1.1 −0.8 ± 0.7 0.1 ± 0.1

40% 1.2 ± 0.9 −0.01 ± 0.1 −1.2 ± 0.5 −1.2 ± 1.0

45% −0.1 ± 0.3 −1.3 ± 0.7 −2.1 ± 0.8 −2.2 ± 3.1

50% −0.9 ± 0.5 −2.2 ± 1.3 −2.6 ± 1.3 −1.9 ± 0.8

4 Discussion

In this study, we used a system with simulated pulsatile flow in order to study PTT, vessel

dimensions and viscosity relationship in a controlled environment, and without wave

reflections. Four tubes made of the same material but with different thickness-to-radius

ratio were used in the experiments, and six concentrations of water-glycerol solutions

were mimicking blood of different viscosity levels. Pressure level in the system was

gradually increased from 20 to 220 mmHg. Pulsations were detected using ACMs placed
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Fig. 7. A. Correlation coefficients B. RMSE between estimated and measured pressure values for

all viscosities and tubes combinations.

on two ends of the test tube. Calculated PTT was then compared with simultaneously

measured pressure.

We have tested the stability of the ACM sensor response for system pressure of

40 mmHg, 80 mmHg and 180 mmHg. The higher the pressure, the higher observed PTT

error, with the maximum value of 9 ms. Since the measured PTTs were staying in the

range between 100–150 ms, this potential value variation can be a significant source of

error. However, we have decided to average the value of measurements repeated with

the same setup, in order to reduce the impact of random errors. We have also measured

the influence of liquid viscosity on pulse signal attenuation- the observed effect was

negligible (Fig. 4). This conclusion corresponds to the study by Ikenaga et al. [33], in

which authors were comparing the attenuation of a pressure wave in a phantom of human

circulation.

When observing the levels of PTT in the single tube, the results met the expectations-

more viscous liquid resulted in longer PTT (Fig. 5A). It can be seen in Table 3, that

although the effect was visible for all tested tubes, the observed changes were in the

small range. However, when comparing results between different tubes, there was no

straightforward pattern visible (Fig. 5B, Table 4). The potential source of this effect

might be e.g. a small difference in distance between sensors, when the new test tube

was attached to the system. It might be possible that tube radius non-uniformities were

present, e.g. due to tube stretching or displacement.

We have calculated parameters of the transit time-pressure conversion model, based

on Moens-Korteweg formula shown in (3). Even when tested on the original viscosity-

tube combination, it resulted in deviation of ±11.96 mmHg, even though the correlation

coefficient was very high (r = 0.96; Fig. 6). When applying similar model parameters to

PTT values from other measurements, the correlation coefficients remained notably high

(r = 0.93 ± 0.09, Fig. 7A); however, the RMSE values were found to be exceedingly

elevated (RMSE = 163 ± 100 mHg, Fig. 7B). Analysis of relative error in Table 5

reveals positive error levels for concentrations lower than in the original model, and

negative ones for the higher concentrations, when comparing the results for same tube

as the original model (Tube B). It means, that for lower liquid viscosity the model was

estimating too low pressure, whereas for higher viscosity the estimate was too high.
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However, further studies are needed to confirm such patterns and the severity of the

effect.

Modeling blood flow is a complicated task. We have observed possible sources of

errors in the presented setup. Pressure sensors in the presented setup were connected to

the system with tubes of different diameter than the test tube, which might have resulted

in wave reflections. The conversion of the pressure levels to mmHg was done based

on single values of atmospheric pressure, which might have differed for measurements

done in separate days. Every measurement was done with steadily increased pressure;

however, the system dynamics might be different when pressure is dropping. It also might

be beneficial to increase the number of measurement repetitions, in order to eliminate

random errors. Our next step is to increase the complexity of the phantom setup, in order

to study e.g. effect of bifurcation. Furthermore, testing the tubes of different materials

and wall thickness can be used e.g. to study the effect of vessel stiffening, resulting from

aging. Another possibility is to test different position of the phantom (now it was always

horizontal), which would correspond to different body positions. In terms of analysis,

other transit time-pressure conversion models need to be tested.

Since blood viscosity and vessel diameter can dynamically change [34], it is impor-

tant to understand the effect of these parameters on PTT levels and improve PTT-BP

calibration process accordingly. Alternatively, the methods such as single point measure-

ment as could be tested [35], which could potentially enable avoiding the calibration

error coming from viscosity and vessel changes.

5 Conclusion

This study investigated PTT in relation to blood viscosity, vessel dimensions, and pres-

sure levels using a simulated pulsatile flow system. Our experiments utilized four tubes

with varying thickness-to-radius ratios and six water-glycerol solutions to mimic differ-

ent blood viscosities, all tested in gradually increasing system pressure. PTT was mea-

sured with ACMs and compared against simultaneous pressure readings. Our findings

suggest that liquid viscosity and tube dimensions impact PTT and following pressure

estimation. The Moens-Korteweg formula-based model showed high correlation but

large RMSE when applied across different conditions, indicating the need for further

refinement. These results highlight the complexities in accurately modeling blood flow

and the influence of factors like viscosity and vessel dimensions on PTT. Future work

will focus on enhancing our model’s accuracy and exploring effects like bifurcation

and vessel stiffening. This study underscores the importance of considering dynamic

changes in blood properties and vessel characteristics for effective PTT-based blood

pressure monitoring.
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Abstract. Retinal disorders, including diabetic retinopathy and macular degen-

eration due to aging, can lead to preventable blindness in diabetics. Vision loss

caused by diseases that affect the retinal fundus cannot be reversed if not diag-

nosed and treated on time. This paper employs deep-learned feature extraction

with ensemble learning models to improve the multi-disease classification of fun-

dus images. This research presents a novel approach to the multi-classification of

fundus images, utilizing deep-learned feature extraction techniques and ensem-

ble learning to diagnose retinal disorders and diagnosing eye illnesses involving

feature extraction, classification, and preprocessing of fundus images. The study

involves analysis of deep learning and implementation of image processing. The

ensemble learning classifiers have used retinal photos to increase the classifica-

tion accuracy. The results demonstrate improved accuracy in diagnosing retinal

disorders using DL feature extraction and ensemble learning models. The study

achieved an overall accuracy of 87.2%, which is a significant improvement over the

previous study. The deep learning models utilized in the study, including NASNet-

Mobile, InceptionResNetV4, VGG16, and Xception, were effective in extracting

relevant features from the Fundus images. The average F1-score for Extra Tree was

99%, while for Histogram Gradient Boosting and Random Forest, it was 98.8%

and 98.4%, respectively. The results show that all three algorithms are suitable for

the classification task. The combination of DenseNet feature extraction technique

and RF, ET, and HG classifiers outperforms other techniques and classifiers. This

indicates that using DenseNet for feature extraction can effectively enhance the

performance of classifiers in the task of image classification.

Keywords: Deep learning · ensemble learning · fundus · feature extraction ·

imaging
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1 Introduction

Eye-related issues are critical for survival as they are an essential part of our sensory

system, and any vision loss can significantly affect our quality of life. Visual impairment

can make it challenging to perform everyday tasks, such as reading, writing, driving,

or even recognizing faces. Ophthalmologists traditionally rely on manual screening

processes to detect eye problems through fundus images and can identify some eye

problems, including glaucoma, vision problems, and many other eye illnesses [1]. The

present increase in patients and a dearth of skilled practitioners have made it challenging

to offer patients proper care. Long patient wait times and a decline in the standard of care

can both be caused by this shortage. An estimated 2.2 billion people worldwide have

vision problems, either in their near or distant vision, as reported by the World Health

Organization [2]. Advancements in technology, such as automated screening processes,

can also help address the shortage of qualified ophthalmologists and improve the quality

of care delivered to patients [3].

Fig. 1. Ocular Diseases [3]

Figure 1 shows Ocular diseases. There is a significant amount of diversity in the

factors between nations and even within countries, and this variation is largely influenced

by the accessibility of clinical services, the cost of those services, and the level of eye

care awareness among the public [4, 5]. The technique is helpful to medical professionals

in making a preliminary diagnosis, and it reduces the amount of time and effort required

from patients as well [6, 7]. When one fundus image is evaluated in three separate color

channels, it is possible to determine the presence of many diseases based on abnormalities

in the fundus [8]. Because of the complexity and interdependence of ocular disorders,

patients will typically develop various ocular diseases in each eye as they progress

through their treatment [9]. Images of the left and right fundus may be seen in Fig. 1,

which was derived from the ODIR dataset.

Medical diagnosis and therapy have employed deep learning techniques to classify

photos and videos [10, 11]. The accomplishments of these models can be credited to

the improved feature representation that was accomplished through the utilization of
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multilayer processing architectures [12]. The goal of the ensemble learning approach is

to combine several different models in such a way that the resulting model is superior

to all the component models taken separately [13]. The paper is organized into several

sections that cover different aspects of research related to ocular diseases. Section 2

focuses on previous work that utilizes ensemble, deep, and machine-based learning to

address ocular diseases. Section 3 outlines the proposed work in this area. Section 4

presents the results, and Sect. 5 provides the discussion and conclusion.

2 Related Work

The diagnosis and treatment of retinal diseases are critical in preventing blindness, espe-

cially in diabetic patients. With the increasing amount of research being conducted,

it is crucial to conduct a comprehensive examination of the prevalent techniques for

implementing supervised learning ML, transfer learning, and DL in the diagnosis of

diabetes mellitus. Specifically, the categorization of the retinal blood vessels, prediction

and identification, classification and recognition, and analysis procedures are differenti-

ated. Modern evidence in scholarly literature may generally be split into two categories:

classical learning approaches and deep learning approaches. For the automated grad-

ing of DR, various traditional approaches are based on the lesions shown in fundus

photographs. Textural and transform-based qualities are used to categorize most tradi-

tional approaches. There has been a widespread application of deep learning techniques

to enhance the precision of detecting and categorizing different retinal diseases, using

ML-based identification of eye diseases.

Traditional ML techniques have been widely employed in the study of diabetic

retinopathy. One such technique involves manually crafting features to analyze fundus

images. These features are then fed into a classifier for disease classification. Various

studies have used this approach to diagnose a range of eye conditions, such as cataracts.

Other conventional techniques have also been utilized for DR diagnosis based on fea-

tures such as textural and transform-based properties. Despite their success, traditional

methods have limitations in extracting complex features from images, which may lead to

inaccuracies in diagnosis. Consequently, DL methods have gained popularity in recent

years for their ability to automatically extract more intricate features. In this regard,

several studies have employed DL methods for the diagnosis of diabetic retinopathy, uti-

lizing CNN and transfer learning for feature extraction, followed by classification using

machine learning algorithms. These approaches have demonstrated promising results in

achieving higher accuracy in DR diagnosis.

Junjun He et al. employed support vector machines and genetic algorithms to classify

images as cataract or non-cataract. They segmented fundus images into 16 blocks and

extracted texture features by applying a gray-level co-occurrence matrix and frequency

response analysis with a Haar wavelet. Subsequently, GA was utilized to weigh the fea-

tures, and SVM was used to classify the images [14]. Omar et al. developed an ML model

for the classification of diabetic retinopathy using fundus images. The researchers iden-

tified multiple features in the images, such as vessels, hematoma, capillaries, exudates,

and the optic disc, which were utilized to categorize the pictures into mild, moder-

ate, and severe stages of non-proliferative diabetic retinopathy or proinflammatory dia-

betic retinopathy [15]. Burlina et al. proposed a model for the classification of diabetic
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retinopathy, which extracts both segmented and non-segmented visual attributes from

fundus images. The non-segmented attributes include Contrast, Association, Homogene-

ity, Vitality, and Volatility, while the segmented attributes include Exudates, Veins, and

Optic Disc. The extracted features are then fed into an SVM model, which employs 10-

fold cross-validation using three different kernels: radial bias function, polynomial, and

linear [16]. Ting DSW et al. created a DL model to diagnose diabetic retinopathy and

other diabetic-related eye diseases using retinal images from a multiethnic population

with diabetes [17]. S. Aslani et al. conducted a study on classifying diabetic retinopathy

using fundus images of the retina [18]. Wejdan Alyoubi et al. developed a technique for

the automatic diagnosis of glaucoma that employs SVM and Adaboost classifiers [19].

2.1 Ensemble Learning-Based Identification of Eye Diseases

Ensemble learning is a technique used in ML to improve the performance of predictive

models [20]. By combining the strengths of different models, ensemble learning can

achieve better accuracy and robustness than any single model [21]. Deep Ensemble is a

technique in which multiple deep neural networks are trained on different subsets of the

data and the outputs are combined through averaging or voting [22]. In their investigation,

Costa et al. employed ensemble techniques to categorize retinal disorders [23]. To extract

high-level attributes from the fundus images, these algorithms were trained on a sizable

dataset of fundus images. An ensemble classifier then processed the combined results

from these models to produce the final forecast. The accuracy of disease diagnosis in their

study was increased by the integration of different models utilizing ensemble learning.

Deshmukh et al. exceeded each of the separate models, reporting an accuracy of 95.71%

[24]. Wang et al. used the CNN approach to extract features. Efficient-NetB3 served as

the feature extractor for the model [25]. Bulut et al. provided a 21-disease classification

approach. Here, Xception is used with Dropout layers, Global Average Pooling, 128-

batch size, and 0.001 learning rate. As the collection comprises many photos, it was

serialized and loaded in 100–200 MB pieces. The 9565-image dataset is skewed. The

imbalanced dataset affects training and testing performance [26].

2.2 Deep Learning-Based Identification of Eye Diseases

Ophthalmology is a field of study that can benefit from the use of classification methods

such as convolutional neural networks, particularly about the widespread problem of

glaucoma and retinopathy. Ahmad et al. developed a framework for eye disease clas-

sification using ANNs. In pre-processing, color histogram-based texture-based feature

extraction is performed [27]. Berrimi and Moussaoui et al. suggested a deep learning

model that performs significantly better than pre-trained transfer learning approaches.

The proposed architecture consists of three CNN layers. The Dropout levels and CNN

layers were incorporated into this architecture so that it might be improved even fur-

ther [28]. Yao et al. proposed a correlation module with a DC network-based model,

in which the DC network extracts features, the spatial correlation module examines the

relationships between the attributes, and the classification layer categorizes multi-label

eye disorders [29].
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There has been a significant increase in the amount of research dedicated to improving

DL-based technologies in the field of e-healthcare [30]. This research has the potential

to revolutionize the way we approach healthcare and can make significant improvements

in patient care. This has been driven by the ready availability of adequate data sets as

well as affordable access to computational services [31]. Many of the constraints that

are inherent to traditional methods can be circumvented by utilizing the technology that

is based on CNN [32]. A sizeable amount of training data is necessary for the deep

learning model to develop a robust generalization capability and produce satisfactory

results [33]. CNN has proved that it performs better than its competition in a variety

of image-processing applications [34]. Recent developments in computer vision have

enabled CNNs trained with deep learning to perform an automatic evaluation of DR

image data.

3 Hybrid Images Deep-Trained Feature Extraction and Ensemble

Learning Algorithm for Categorizing Multiple Diseases

in Fundus Images

To implement a hybrid image deep-trained feature extraction and ensemble learning for

multi-disease classification in fundus images, several steps need to be taken [35] (Fig. 2).

Fig. 2. Proposed methodology for a Hybrid images Deep trained Feature extraction and Ensemble

learning models for classification of Multi disease in Fundus Images
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3.1 Data Characterization and Preparation

Dataset description and pre-processing are critical steps in the development of a hybrid

image deep trained feature extraction and ensemble learning model for multi-disease

classification in fundus images. These steps ensure that the dataset is suitable for analysis

by cleaning, augmenting, splitting, labeling, and pre-processing it. The dataset should

be representative, diverse, and balanced to ensure accurate classification of eye diseases.

For this research the Kaggle Diabetic Retinopathy Detection dataset is used, containing

over 35,000 high-resolution fundus images, labeled with varying diabetic retinopathy

severity levels. This dataset is diverse and can be utilized for developing models for

detecting diabetic retinopathy. The dataset was developed in 2015. Prior initiatives have

made headway toward a comprehensive and automated DR screening technique using

image categorization, pattern recognition, and machine learning [36].

To ensure the effectiveness of the model, the dataset is divided into training and

testing datasets. The initial sample is then randomly partitioned into training, validation,

and testing datasets. The training dataset is used to construct the learning model, the

validation dataset is used to fine-tune the model’s parameters, and the testing set is used

to evaluate the model’s performance. The dataset’s attributes, such as the number of

images, image resolution, type, and distribution of eye diseases, are described to ensure

that it is balanced and representative of the target population. Since fundus images may

contain artifacts like reflections, noise, and brightness variations, data-cleaning tech-

niques like denoising, normalization, and equalization can be used to improve image

quality. Flipping, rotation, and zooming can also be applied as data augmentation tech-

niques, to increase dataset diversity and reduce overfitting. Each fundus image in the

dataset must be accurately and consistently labeled with the appropriate eye disease

present. After cleaning, augmentation, splitting, and labeling the dataset, preprocessing

techniques can be applied to the images to reduce dimensionality and improve the effi-

ciency of the feature extraction and ensemble learning steps. Sample Fundus images are

presented in Fig. 3. Details about the collected dataset, such as the number of classes

and images contained within each class, are included in Table 1.

Fig. 3. Sample Fundus images [19]

3.2 Feature Selection

Feature selection is a crucial step which involves identifying the most relevant features

from the fundus images that are most predictive of the disease. A hybrid approach
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that utilizes deep-trained feature extraction and ensemble learning models can be used

for feature selection and classification. To obtain high-level features from the fundus

images, pre-trained deep learning models such as DenseNet201, InceptionResNetv2,

MobileNetV2, ReseNet152V2, NasNetMobile, NasNetLarge, VGG16, and VGG19 are

employed. The models are considered due to their diverse capabilities. The approach

consists of preprocessing fundus images, resizing images, and normalizing images before

embedding them into each pre-trained model. Features are extracted from the second-

last flattened layer of each model, capturing high-level representations of the input

images. Various feature selection techniques such as Correlation-based feature selection,

Principal Component Analysis, and ReliefF are applied to rank the extracted features.

The most significant features are chosen for further processing. The chosen features are

fed into various ensemble learning models. The results of these models are merged to

achieve the ultimate classification outcome.

Table 1. Details about the collected dataset

Model Input Size

DenseNet201 224, 224, 3

InceptionResNetV2 299, 299, 3

ResNet152V2 224, 224, 3

MobileNetV2 224, 224, 3

VGG19 224, 224, 3

NASNetMobile 224, 224, 3

VGG16 224, 224, 3

NASNetLarge 331, 331, 3

Table 2. Models and number of selected Features

Model Selected Features

VGG16 4096

VGG19 4096

DenseNet201 1920

MobileNetV2 1280

ResNet152V2 2048

InceptionResNetV2 1536

NASNetMobile 1056

NASNetLarge 4032



210 J. Verma et al.

The combination of deep-trained feature extraction and ensemble learning models

is a successful method for classifying multiple diseases in fundus images. This app-

roach not only achieves high accuracy but also reduces the computational complexity

of the classification process. The effectiveness of this approach is dependent on select-

ing appropriate deep-trained feature extraction and ensemble learning models. Table 2

specifies the number of features selected for each model, which are extracted from the

second-last flattened layer of each model. These selected features are considered the out-

put of the second-last layer and are used as input to the pre-trained model for prediction.

The input size of the image and number of selected features are mentioned in Table 2.

3.3 Classification

The features selected from the fundus images are utilized for training, and testing utilizing

classification algorithms. The data is transformed into a format that is acceptable to the

classification models. The label for each image is the picture name and directory title in

the system files, and the index of each folder is used to name each photo that is imported.

Before training the classification models, exploratory data analysis is performed, and

images with high resolution and the greatest number of individual images are preserved to

avoid unnecessary pre-processing steps. The dimensions of each image are standardized

to the standard measurement of 250 by 250 since the model will use the photographs for

training purposes. The fundus shots should also have a limited black backdrop.

To introduce uncertainty and create new images that are significantly different from

the previous images, different transformation processes are used during the augmenta-

tion process. These processes include flipping each image to generate one set of mirrored

fundus images, applying a random spin of a range of 5° to each side to create two addi-

tional sets of photographs, and applying a randomized intensity value to each pixel to

adjust the level of brightness in each image. After applying these enhancement proce-

dures, the total number of photos increased from 598 to 2344. Several tests are conducted

to determine the optimal levels of intensity and rotation. These enhanced images are then

used for training and testing the classification models. The classification models use the

selected features from the fundus images to assign a class label to each input image.

The optimal classification model is selected based on its accuracy and performance in

classifying multi-diseases in fundus images.

3.4 Deep Learning Models for Classification

In this study, a tool based on artificial intelligence was developed to evaluate Fundus using

X-ray images, employing five pre-trained models: NASNetMobile, InceptionResNetV4,

VGG16, and Xception, as illustrated in Fig. 4. Since these pre-trained systems were

originally designed to identify one thousand different types of objects in the Imagenet

database, some layers needed to be restructured and trained for diagnostic purposes.

After several training iterations, the VGG16 model included two hidden units, each with

512 additional neurons. Other modified models incorporated convolution, dropout, and

mean global average pooling on top of the pre-trained subsystems to reduce the need

for multiple fully connected layers and improve computational efficiency. The features

generated by the CNN layers were then sent directly to the classification layer. The
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trainable parameters of the introduced top layers were optimized for categorization, and

the training data for these layers was adjusted to 0.01 to enhance learning [29]. The

training phase has concluded, with 80 percent of the dataset used for learning and 20

percent of the dataset used for validation.

VGG16, MobileNetV2, and InceptionResNetV2 show different architectures for fea-

ture extraction and multi-class classification for fundus image analysis. VGG16 employs

pooling layers, convolutional layers, fully connected layers, and dropout for feature

refinement; MobileNetV2 incorporates 1 × 1 convolutions, global averaging pooling,

and dropout to condense features before classification. InceptionResNetV2 employs

1 × 1 convolutions, global averaging pooling, and dropout. The dropout layers use reg-

ularization by randomly deactivating neurons during training. The final classification

layers yield predictions for various diseases. The architecture aims to capture distinctive

features from fundus images, facilitating accurate multi-disease classification.

Fig. 4. Fundus CNN models (a) VGG16; (b) MobileNetV2; (c) Xception (d) NASNetMobile and

(e) InceptionResNetV2

A confusion matrix assesses the accuracy of a binary classifier by comparing pre-

dicted values with actual values. In this study, the confusion matrix is used to present the

number of correctly classified and misclassified images for each disease category which

is shown in Table 3.

The proposed model accurately identified 125 diabetic retinopathy images, 120 glau-

coma images, and 116 age-related macular degeneration images. However, it made some

incorrect predictions, such as 10 diabetic retinopathy images being classified as glaucoma

and 8 glaucoma images being classified as diabetic retinopathy.
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Table 3. Confusion metric for A Hybrid Images Deep Trained Feature Extraction and Ensemble

Learning Models for Classification of Multi Disease in Fundus Images

Diabetic Retinopathy Glaucoma Age-Related Macular Degeneration

DR 125 (TP) 10 (FP) 5 (FP)

Glaucoma 8 (FP) 120 (TP) 12 (FP)

ARMD 7 (FP) 9 (FP) 116 (TP)

4 Result and Discussion

The study achieved an overall accuracy of 87.2%, which is a significant improvement

over the previous study. The deep learning models utilized in the study, including NAS-

NetMobile, InceptionResNetV4, VGG16, and Xception, were effective in extracting

relevant features from the Fundus images. The ensemble learning approach further

improved the classification performance by combining the predictions of multiple mod-

els. The study’s evaluation metrics, including accuracy, precision, recall, F1-score, and

AUC-ROC, demonstrated the effectiveness of the proposed approach in classifying

multi-disease in Fundus images. The confusion matrix also showed a high degree of

accuracy in correctly classifying the disease categories. The study’s results have signifi-

cant implications for the diagnosis and management of multi-disease in Fundus images.

The proposed approach can assist medical professionals in making accurate and timely

diagnoses, leading to better patient outcomes. Initially in this paper, the implementation

of a 3-layer Convolutional Neural Network was applied to establish benchmark results.

As shown in Fig. 5, the difference in training and validation accuracy/loss is huge. Even

very low validation accuracy with high validation loss results is depicted. However,

as per the studied literature, separate feature extraction techniques have been resulting

better.

Fig. 5. Accuracy and Loss Analysis for 3 Layers Convolutional Neural Network

The model operates in two stages: in the first stage, CNNs are trained on a large

dataset of fundus images to extract features, while in the second stage, an ensemble

learning approach is used to combine the features extracted by multiple CNNs. The
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Table 4. Classifiers and Feature Selection Evaluation

Classifier
Feature Selection - VGG16 Feature Selection - ResNet152V2

ACC PRE REC F1S MC KS ACC PRE REC F1S MC KS

DT 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.72

QDA 0.89 0.90 0.90 0.89 0.89 0.89 0.89 0.90 0.90 0.89 0.89 0.89

AB 0.05 0.04 0.05 0.03 0.07 0.03 0.07 0.05 0.06 0.03 0.06 0.04

GNB 0.81 0.82 0.80 0.79 0.80 0.80 0.81 0.82 0.81 0.80 0.81 0.80

RF 0.96 0.96 0.96 0.95 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96

ET 0.96 0.96 0.96 0.96 0.96 0.96 0.97 0.97 0.97 0.97 0.97 0.97

HG 0.95 0.95 0.95 0.95 0.95 0.95 0.96 0.96 0.96 0.96 0.96 0.96

MLP 0.53 0.51 0.52 0.50 0.52 0.52 0.21 0.20 0.21 0.17 0.19 0.19

Feature Selection - VGG19 Feature Selection - InceptionResnetV2

ACC PRE REC F1S MC KS ACC PRE REC F1S MC KS

DT 0.73 0.73 0.72 0.72 0.72 0.72 0.73 0.73 0.73 0.73 0.72 0.72

QDA 0.89 0.95 0.90 0.89 0.89 0.89 0.89 0.93 0.90 0.89 0.89 0.89

AB 0.08 0.04 0.07 0.04 0.10 0.05 0.06 0.04 0.05 0.03 0.08 0.04

GNB 0.83 0.83 0.83 0.82 0.82 0.82 0.46 0.54 0.46 0.45 0.45 0.45

RF 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96

ET 0.96 0.96 0.96 0.96 0.96 0.96 0.97 0.97 0.97 0.97 0.97 0.97

HG 0.95 0.95 0.95 0.95 0.95 0.95 0.96 0.96 0.96 0.96 0.96 0.96

MLP 0.62 0.60 0.62 0.60 0.61 0.61 0.49 0.46 0.49 0.47 0.48 0.48

Feature Selection - DenseNet 201 Feature Selection - NasNetMobile

ACC PRE REC F1S MC KS ACC PRE REC F1S MC KS

DT 0.78 0.78 0.78 0.77 0.77 0.77 0.68 0.68 0.68 0.68 0.67 0.67

QDA 0.89 0.90 0.90 0.89 0.89 0.89 0.89 0.93 0.90 0.90 0.90 0.89

AB 0.08 0.06 0.08 0.05 0.11 0.06 0.06 0.05 0.06 0.04 0.08 0.04

GNB 0.67 0.72 0.67 0.67 0.67 0.66 0.47 0.51 0.46 0.46 0.45 0.45

RF 0.97 0.97 0.97 0.97 0.97 0.97 0.95 0.95 0.95 0.95 0.95 0.95

ET 0.98 0.98 0.98 0.98 0.98 0.98 0.96 0.96 0.96 0.96 0.96 0.96

HG 0.97 0.97 0.97 0.97 0.97 0.97 0.95 0.95 0.95 0.95 0.95 0.95

MLP 0.35 0.38 0.35 0.32 0.34 0.33 0.19 0.16 0.19 0.15 0.18 0.17

Feature Selection - MobileNetV2 Feature Selection – NasNetLarge

ACC PRE REC F1S MC KS ACC PRE REC F1S MC KS

DT 0.72 0.72 0.72 0.72 0.71 0.71 0.72 0.72 0.72 0.72 0.71 0.71

QDA 0.89 0.93 0.90 0.89 0.89 0.89 0.88 0.90 0.89 0.89 0.89 0.88

AB 0.06 0.05 0.06 0.04 0.07 0.04 0.11 0.17 0.11 0.08 0.09 0.08

GNB 0.75 0.78 0.75 0.75 0.75 0.74 0.78 0.80 0.78 0.78 0.78 0.78

RF 0.97 0.97 0.97 0.97 0.97 0.97 0.95 0.94 0.95 0.94 0.95 0.95

ET 0.97 0.97 0.97 0.97 0.97 0.97 0.96 0.96 0.96 0.96 0.96 0.96

HG 0.96 0.96 0.96 0.96 0.96 0.96 0.94 0.94 0.94 0.94 0.94 0.94

MLP 0.50 0.46 0.49 0.48 0.48 0.49 0.34 0.32 0.34 0.31 0.32 0.32

List of abbreviations: QDA: Quadratic Discriminant Analysis, DT: Decision Tree; RF: 

Random Forest, AB: AdaBoost Classifier, GNB: Gaussian Naive Bayes, ET: extra-trees 

classifier, HG: hydrophobicity grade, MLP: Multi-layer Perceptron classifier, PRE: pre-

cision, ACC: Accuracy, REC: Recall, F1S: F1 score, KS: Kolmogorov Smirnov Chart
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hybrid model is evaluated on a separate dataset of fundus images, and the results show

that it outperforms other state-of-the-art models in terms of accuracy, sensitivity, and

specificity. The study also explores different combinations of Deep Trained Feature

Extraction and Machine/ensemble learning classification metrics. Table 4 provides an

evaluation of different classifiers and feature selection techniques, reporting the evalua-

tion metrics for each classifier. The DenseNet feature extraction technique with Random

Forest, Extra Tree, and Histogram Gradient classifiers achieved the highest results for

accuracy, precision, and recall, while the ET classifier achieved the highest F1 score. The

results demonstrate that the proposed hybrid model is an effective approach for accu-

rately classifying multiple eye diseases in fundus images. Table 5 provides an overview

of the evaluation metrics for three different classification models. The metrics used for

evaluation are Precision, Recall, and F1-Score. These metrics are commonly used to

assess the performance of a classification model. Precision measures the proportion of

true positives among all predicted positive examples, indicating how often the model

correctly predicts the positive class.

The results indicate that all three models are effective in classifying the images with

high Precision, Recall, and F1 scores. The Extra Tree model indicates a precision of

98.8%, Recall approx. 99.3%, and F1-Score of 99%. The Histogram Gradient Boosting

model has a precision of 97.5%, recall of nearly 98.3%, and an F1-Score of 98%. The

Random Forest model has an average Precision of 98.4%, Recall of 99.1%, and F1-Score

of 98.8%.

Table 5. Classes and evaluation parameters for Extra Tree, Histogram Gradient boosting, and

Random Forest

Classes Extra Tree Histogram Gradient

Boosting

Random Forest

PRE REC F1S PRE REC F1S PRE REC F1S

NORMAL 98 98 98 97 96 97 97 98 98

TESSELLATED

FUNDUS

98 100 99 95 100 98 100 100 100

LARGE OPTIC CUP 99 99 99 96 97 97 99 99 99

DR1 98 100 99 97 98 97 98 98 98

DR2 100 97 98 97 91 94 99 97 98

DR3 100 98 99 98 98 98 100 99 100

POSSIBLE GLAUCOMA 100 100 100 98 100 99 98 100 99

OPTIC ATROPHY 100 100 100 97 97 97 95 100 97

SEVERE

HYPERTENSIVE

RETINOPATHY

100 100 100 100 100 100 100 100 100

DISC SWELLING AND

ELEVATION

93 100 96 95 100 98 98 100 99

(continued)
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Table 5. (continued)

Classes Extra Tree Histogram Gradient

Boosting

Random Forest

PRE REC F1S PRE REC F1S PRE REC F1S

DRAGGED DISC 100 100 100 100 100 100 100 100 100

CONGENITAL DISC

ABNORMALITY

100 100 100 100 100 100 100 100 100

RETINITIS

PIGMENTOSA

99 99 99 99 99 99 99 99 99

BIETTI CRYSTALLINE

DYSTROPHY

100 100 100 100 100 100 100 100 100

PERIPHERAL RETINAL

DEGENERATION AND

BREAK

100 100 100 96 100 98 96 100 98

MYELINATED NERVE

FIBER

100 100 100 97 97 97 100 100 100

VITREOUS PARTICLES 98 100 99 98 100 99 100 100 100

FUNDUS NEOPLASM 100 100 100 96 100 98 100 100 100

BRVO 98 97 97 97 97 97 99 96 97

CRVO 100 99 99 97 99 98 99 99 99

MASSIVE HARD

EXUDATES

100 100 100 100 100 100 95 100 98

YELLOW-WHITE

SPOTS-FLECKS

94 100 97 98 95 96 97 99 98

COTTON-WOOL SPOTS 100 100 100 94 100 97 100 100 100

VESSEL TORTUOSITY 100 100 100 100 100 100 100 100 100

CHORIORETINAL

ATROPHY-COLOBOMA

98 100 99 98 98 98 98 100 99

PRERETINAL

HEMORRHAGE

100 100 100 97 100 98 100 100 100

FIBROSIS 97 100 98 97 97 97 94 100 97

LASER SPOTS 96 100 98 100 98 99 93 98 95

SILICON OIL IN EYE 100 100 100 98 98 98 98 100 99

BLUR FUNDUS

WITHOUT PDR

99 100 99 99 98 98 99 99 99

BLUR FUNDUS WITH

SUSPECTED PDR

99 99 99 93 99 96 97 99 98

RAO 100 100 100 98 98 98 100 100 100

(continued)
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Table 5. (continued)

Classes Extra Tree Histogram Gradient

Boosting

Random Forest

PRE REC F1S PRE REC F1S PRE REC F1S

RHEGMATOGENOUS

RD

99 96 97 98 96 97 99 93 96

CSCR 96 100 98 96 100 98 98 100 99

VKH DISEASE 96 100 98 98 100 99 96 100 98

MACULOPATHY 100 96 98 96 97 97 98 96 97

ERM 99 100 99 95 96 96 99 99 99

MH 100 97 99 100 97 99 100 97 99

PATHOLOGICAL

MYOPIA

100 99 100 99 98 99 100 100 100

AVERAGE 98.8 99.3 99 97.5 98.3 98 98.4 99.1 98.8

96.5
97

97.5
98

98.5
99

99.5

PRE REC F1S PRE REC F1S PRE REC F1S

Extra Tree Histogram Gradient

Boosting

Random Forest

Fig. 6. Average validation result comparison for DenseNet Feature Selection and mentioned

classifiers.

Figure 6 illustrates the performance evaluation results of three distinct machine learn-

ing algorithms for a classification problem, using evaluation metrics. The displays that

all three algorithms achieved high scores in all three metrics, indicating their effective-

ness in classification tasks. The average F1-score for Extra Tree was 99%, while for

Histogram Gradient Boosting and Random Forest, it was 98.8% and 98.4%, respec-

tively. The results show that all three algorithms are suitable for the classification task.

According to the table, the combination of the DenseNet feature extraction technique and

RF, ET, and HG classifiers outperforms other techniques and classifiers. This indicates

that using DenseNet for feature extraction can effectively enhance the performance of

classifiers in the task of image classification. Table 6. Provides a comparison of previous

research and methods.
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Table 6. Comparison with previous methods

Description ML based EL based DL based Ref

Automated diabetic retinopathy classification using

fundus images

Y N N [6]

Automatic diabetic retinopathy classifier Y N N [5]

A DL Ensemble Model for classifying diabetic

retinopathy

N Y N [2]

Transfer learning retinal disease classification N Y N [3]

Neural network classification of ocular diseases in

STARE database

N N Y [7]

Deep neural network for multi-label optical illness

classification

N Y N [4]

Deep learning for color fundus image retinal

abnormality detection

N Y N [7]

Hierarchical multilabel ANN for eye disease

classification

N N Y [27]

Deep learning for retinal disease diagnosis N N Y [11]

Optical coherence tomographical scans using CNN

for retinal disease

N N Y [30]

Multi-label ocular disease detection with fundus

images

N N Y [31]

DL method to analyze fundus images based on

macular edema

N N Y [29]

Efficientnet’s Multi-Label Fundus Classification N Y N [9]

The research recognizes certain potential constraints and difficulties linked to the sug-

gested hybrid approach. The model’s generalizability to bigger and more distinct datasets

needs to be confirmed by additional research. The study mainly concentrates on clas-

sification performance and does not thoroughly discuss factors like real-world deploy-

ment, comprehension of the model’s selections, and computational resource require-

ments. Analyze the potential biases introduced by selecting deep learning algorithms

for feature extraction and thoroughly investigate the model’s robustness under different

ophthalmic situations in the study. The study should also discuss principles of ethics,

data privacy concerns, and regulatory consequences related to implementing the sug-

gested paradigm in clinical settings. Overcoming these constraints and difficulties would

improve the overall dependability and suitability of the suggested method in real-world

healthcare situations. Table 7 shows the generalizability of the results to different datasets

or real-world scenarios [42].
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Table 7. Comparison of the results to different datasets in real-world scenarios.

Ref. Dataset Number

of

Images

Ground

Truth

Labels

Diagnosis

Source

Both

Eyes of

the

Same

Patient

Glaucoma

(or

Suspect)

Glaucoma

Classification

[37] RIGA 750 — — ✓ — —

[38] ORIGA 650 482 168 ✓ ✓ ✓

[39] RIMONE 485 313 172 ✓ ✓ Clinical

[40] Drishti-G 101 70 31 ✓ ✓ Image

[41] ACRIMA 705 309 396 ✓ ✗ Image

5 Conclusion

The study conducted the classification of fundus images for multiple retinal diseases

by using deep learning-based feature extraction in combination with ensemble learning

techniques. The research used pre-trained deep learning models for feature extraction

and then applied machine learning techniques like Extra Trees, Histogram Gradient

Boosting, and Random Forest for classification. The results showed that the combination

of DenseNet for feature extraction and ensemble learning models produced the best

results, as highlighted in the blue rows of the evaluation table. The study suggests that

this approach could aid in the timely diagnosis and management of retinal ocular diseases,

and potentially improve patient outcomes. The study also emphasizes the importance

of timely diagnosis and management of retinal ocular diseases to prevent vision loss.

The study contributes to the existing knowledge of deep learning techniques and their

potential application in diagnosing retinal image-based visual diseases. However, future

research could explore the use of new and improved pre-trained models for feature

extraction and expanding the dataset to further improve accuracy and generalizability.

The study also suggests using explainable AI techniques to better understand how the

models arrive at their predictions, and clinical validation to evaluate the effectiveness of

the models in real-world clinical settings.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to

the content of this article.
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Abstract. The concern has been raised regarding errors in drugs prescription and

medical diagnostics that need to be carefully thought through. Both patient diag-

nosis and medication prescription are the responsibilities of healthcare providers.

As the number of people with health issues rises, the healthcare professionals’ bur-

den is increased. Medical errors may occur in the healthcare sector as a result of

healthcare professionals prescribing drugs medicines based on inadequate infor-

mation related to patient history and drug side effects. Therefore, this study aims

to propose a drug recommender system to assist healthcare providers in decision

making when prescribing drugs for patients depending on their diagnoses. Drug

reviews sentiments are analyzed to find the drug effectiveness among the users.

Furthermore, the most suitable recommender algorithm for recommending drugs

based on the data from healthcare professionals are selected for this study. Opinion

mining is applied on drug reviews, and a hybrid method is implemented to over-

come the limitations of content-based and collaborative filtering methods, such as

the cold start problem and increasing client preference. The system is developed

and tested successfully. The proposed system can assist healthcare professionals

in drug decision making and sustain the whole digital care pathway for various

diseases.

Keywords: Machine Learning · Opinion Mining · Drug recommender systems ·

Side Effect Extraction · Drug Reviews · Content-based Filtering · Collaborative

Filtering

1 Introduction

Various issues related to medical diagnostics and drug prescriptions have been raised,

which require careful consideration. Healthcare professionals are responsible for diag-

nosing patients and prescribing drugs. There is a lack of healthcare providers as the

number of people with health issues rises [1–6]. When a patient is given the incorrect
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medication for their condition, a medical error may have occurred. In the worst circum-

stances, this can result in patient health risks or even death. There are around 99,000

deaths caused by medical errors in hospitals each year [7]. This type of error occurs when

healthcare professionals prescribe drugs without checking patient history and drug side

effects [8]. A healthcare professional’s experience may be limited since they might be

unaware of all of the numerous types of drugs on the market, which leads to medi-

cal errors. Consequently, a drug recommendation system would be crucial in order to

address this problem.

Recommender systems are information systems that predict user preferences and

give personalized and subjective product or service recommendations [9–11]. These

systems are used in many industries, particularly e-commerce, to provide customers

with a personalized experience. The medical industry can also employ this kind of

recommender system, particularly for the recommendation of drugs [8, 12]. The use

of a drug recommendation system may not be appropriate for patients because they

cannot take any drugs without consulting healthcare professionals, but it will be very

useful for healthcare professionals because it may help them select the best drugs to

prescribe to their patients. Every day, more and more drugs are being developed, so

selecting a proper drug for patients is a major burden for healthcare professionals. This

burden can be minimized by adopting a drug recommendation system. It is possible

to use features like machine learning and opinion mining to increase the effectiveness

and dependability of a drug recommendation system. Despite having similar chemical

features and characteristics, many drugs will react differently in patients. As a result,

selecting a drug to recommend to patients for a certain health issue is quite difficult

for healthcare professionals. Most of the time, healthcare professionals purchase drugs

based on a health representative’s recommendation. Therefore, they might not be aware

of other drugs that are on the market and could be better to those from the representative.

Product reviews are extremely crucial for any type of product. We may learn more

about the product by analyzing the reviews, and the same is applicable for drugs. Patients

that take a certain drug will give feedback based on their personal experiences with it.

Opinion mining can aid in the subsequent analysis of these reviews in order to obtain

some useful information. In short, opinion mining is a technique of natural language

processing that extracts information from text. It is possible to conduct opinion mining

on drug reviews to determine the reviews’ sentiments. Sentiment analysis will assist

healthcare professionals in determining if a review is positive, neutral, or negative [13].

Healthcare professionals can therefore gain a better grasp of overall drug effectiveness

in various patients by implementing sentiment analysis on drug reviews.

Last but not least, cold start issues and rising customer preference are the two key

issues that need to be addressed when discussing recommendation systems [11, 12]. To

solve the cold start issue and rising customer preference, a suitable algorithm will be

needed. This is where machine learning can be helpful. In order for healthcare profession-

als to have a personalized experience, hybrid content-based and collaborative filtering

methods can be used. These filtering methods will enable better drug recommendation

for healthcare professionals for a particular disease.

Therefore, this study aims to propose a drug recommendation system for healthcare

professionals using opinion mining and machine learning. Opinion mining is used to



224 P. Keikhosrokiani et al.

extract side effects from drug reviews and identify drug review sentiments. Machine

learning is utilized for recommendation purposes, with a hybrid content-based and

collaborative filtering method. The secondary objectives of this paper are:

– To classify drug reviews based on sentiment using sentiment analysis to assist health

professionals better understand drug effectiveness.

– To develop a web-based drug recommendation system for healthcare professionals

using hybrid filtering technique.

– To facilitate active involvement and knowledge sharing among healthcare profession-

als.

2 Methodology

2.1 System Architecture

This study aims to develop a web-based drug recommendation system for healthcare pro-

fessionals using opinion mining and machine learning. The proposed system architecture

is depicted in Fig. 1. A three-layer architecture design is implemented for this system.

Two main users of this system are healthcare professionals and admin. For frontend of

the web application, React JS and Material UI (MUI) library were utilized. React JS, a

widely used JavaScript library, was utilized alongside the Material UI Library to develop

the user interface. React’s component-based architecture, virtual DOM, and responsive

design make it ideal for frontend development. The Material UI Library offers pre-

built components adhering to material design guidelines, simplifying UI development

by eliminating the need to create components from scratch. Integration between React

and Material UI is seamless, allowing for customized components to meet specific UI

requirements. Typescript, a superset of JavaScript, was employed as the programming

language for frontend development.

Fig. 1. The Proposed System Architecture.
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To fulfil the web application’s API functionalities and incorporate machine learning

models, FastAPI was selected. It serves as the backend implementation for all the sys-

tem’s functionality. Furthermore, the database used for this project is Mongo DB which

is a NoSQL database. Mongo DB stores data in BSON format, which is compatible

with the structure of the drugs, users, and forums data in the system. FastAPI acts as an

intermediary between the frontend, machine learning models, and the database. When

users request access to data, they make API requests. Similarly, for utilizing machine

learning models, API requests are made to FastAPI, passing the necessary parameters.

The backend then retrieves the model results and returns them to the frontend for display

to the user.

There are four main modules in the proposed system consisting of: (1) user manage-

ment module, (2) drug review analytics module, (3) recommendation module, and (4)

drugs management module. The target customers for this proposed system are health-

care professionals in hospitals. They can use this system to find the best drugs for a

certain diagnosis and recommend them to their patients. The admins manage the overall

system modules. All healthcare professionals and admins who use this system must be

registered. The user management module is important in collecting user behavior data

for the drug recommendation module.

For the drug review analytics module, patient drug reviews are classified as positive,

neutral, or negative based on sentence polarity. Sentiment analysis is used to identify

key features from reviews and then use them to assess the polarity of the review. Fea-

ture extraction and feature orientation identification are used in the sentiment analysis

process. Depending on the orientation of the feature, the polarity of a review is classi-

fied as positive or negative. The features from the reviews are extracted using the Term

Frequency–Inverse Document Frequency (TF-IDF) and Bio Bert. Several algorithms

are employed to determine the reviews’ sentiment, including perceptron, logistic regres-

sion, and long short-term memory networks, along with the Bio Bert and TF-IDF feature

extraction algorithms. For this solution, the No Free Lunch (NFL) Theorem is used, in

which all of these models are evaluated using the appropriate metrics and the best per-

forming model is selected based on the metrics score. Following the sentiment analysis,

each medicine receives an effectiveness score. This effectiveness score is used to rank

drugs in the system when healthcare professionals search for drugs. Drugs with higher

effectiveness scores will be given more important rate. Sentiment analysis may not be

relevant for patients because they are not making decisions about the type of that they

need to take. But it is crucial for healthcare professionals to gain a better understanding

of drugs and their effectiveness in order to select the best drug to prescribe to a patient

for a given diagnosis.

The next module is the drug recommendation module. Cold start issues and over-

specialization issues might arise in a recommender system [12]. To address these issues

in the proposed system, a hybrid content-based and collaborative filtering recommender

system is implemented. The cold start problem is solved by using content-based filtering

techniques to recommend drugs to healthcare professionals based on how similar the

drugs are to one another. This approach of filtering is primarily concentrated on the char-

acteristics of each drug utilizing an item profile characterizing and looks for similarities

to previous drugs that healthcare professionals liked. Healthcare professionals receive
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recommendations regardless of their user profiles. Term frequency-inverse document

frequency (TD-IDF) algorithm is used to weigh the feature from the dataset first, and

then it generates step-by-step cosine similarity tables. Drug side effects are one of the

features that are considered for content-based filtering. As a result, the lack of drug

reviews and ratings is no longer an issue. Furthermore, collaborative filtering is used

to tackle the overspecialization problem by enhancing healthcare professionals’ prefer-

ences. Drug recommendations are made by looking at the preferences of a group of users

who are similar to them. By grouping healthcare professionals who access or buy similar

products in the system, the system converts the behaviors of healthcare professionals

into implicit rating weightage. After that, a collaborative rating is used to determine the

user’s rating. The ratings of healthcare professionals are then matched to those of the

target user in order to identify those who share the same preferences. This approach

might not be very effective at first, but after many healthcare professionals start using

the system, it becomes a very reliable recommendation method.

The final module is the drug management module. Users can search for any drugs

in the system related to a particular disease. Once a user views a particular drug, the

drug’s details are displayed to them. Furthermore, users have additional features like drug

comparison, adding drugs to wish list and forum page. The drug comparison feature will

allow healthcare professionals to make comparisons between two drugs and assist them

to choose the best one. The forum page on the other hand facilitates communication

between healthcare professionals. This feature allows healthcare professionals to share

knowledge about the drugs and prescriptions and expand their network.

2.2 Development Methodology

Agile methodology [14, 15] is used as the development methodology in this study since it

provides a stable system delivery in a short development time. Figure 2 depicts the agile

development methodology diagram used in this study. Agile development involves six

main phases of planning, design, development, testing, maintenance, and deployment.

In agile, the system development tasks are breakdown into smaller parts and each part

is handled in a number of iterations. Each iteration involves all six phases of agile

development, and several numbers of iterations are required to complete an entire system.

If there are any errors, the debugging process is done during development. For every

iteration, a set of system requirements is listed out and followed accordingly. Therefore,

requirements changes can be made easily before a new iteration starts. This ensures that

agile development methodology adapts to new changes immediately and these changes

can be integrated into the system easily without having to make a lot of changes in

the system. Release of the system cannot be done after a few iterations as there might

not be enough functionalities. After all the modules are developed completely, they are

integrated into one module. Then this module is tested to make sure it is ready for final

release. Agile methodology implementation helps us to minimize development process

risks and focuses on getting products to market fast.
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Fig. 2. Agile Development Methodology

2.3 Overall System Flowchart

Figure 3 illustrates the overall system flowchart for this study. The main users, who are

healthcare professionals, must log in before using the system. The users need to create a

new account first. After logging in, users can search for drugs by name or condition. All

relevant drugs related to the search will be displayed in the search results. These drugs

will be ranked according to the effectiveness score. Drugs with higher effectiveness

scores will be ranked first. The user can then click on any specific drug in the search

results that they want to view. When a user clicks on a specific drug, details about the

drug, sentiment analysis results, and recommended drugs will be available to the user.

After performing sentiment analysis on drug reviews, the system will display the results

including general statistics for the user’s preferences.

Moreover, based on the content-based filtering model, the system will identify drugs

that are similar to the drug being viewed or displayed to users. In the search page,

another recommendation will be available for users, and they can navigate to the drug

comparison page. In this page, the users can select any two drugs available in the system

and view their comparison results. Furthermore, users can navigate to the wish list page.

There is also a forum page where users can create, edit, and delete posts, view forums

created by other users and comment on them. The main purpose of this feature is to

facilitate communication between healthcare professionals. The final page assist users

to navigate to add drugs data page for adding more drug data to the system or delete the

existing drug data. This page and feature are only for the usage of admins. Eventually,

users can either search for more drugs or leave the system.



228 P. Keikhosrokiani et al.

Fig. 3. Overall Flowchart of System

2.4 Sentiment Analysis

This study used sentiment analysis to classify drug reviews as positive, neutral, or neg-

ative based on their sentiment. A machine learning-based approach is utilized to imple-

ment sentiment analysis on drug reviews, as shown in Fig. 4. This is due to the fact that

machine learning-based approaches generally outperform lexicon-based approaches and

have higher accuracy scores [16–20]. The dataset being utilized for sentiment analysis is

labeled, making it appropriate for this method. Positive reviews are labeled as 1, neutral

reviews as 0, and negative reviews as −1. This dataset is divided into 80% training data

and 20% testing data. Data pre-processing includes two steps which are data cleaning

and feature extraction. Data cleaning involves removing duplicate data and unnecessary
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contents like repetitive words, symbols and stop words. Then, text tokenization is per-

formed on the cleaned data where reviews are broken down to a set of words and each

word undergoes lemmatization.

Fig. 4. Sentiment Analysis Framework

Following the data cleaning step, TF-IDF and Bio Bert algorithms are used for fea-

ture extraction. Feature extraction is performed to select the most important features

from reviews. These features are then used to predict the polarity of drug reviews. The

classification process is done in the next step. For classification, supervised machine

learning models like Perceptron, Logistic Regression, and Long Short-Term Memory

Network are utilized. The models are then evaluated using precision, f1-score and accu-

racy metrics. Finally, these three algorithms are compared, and the best algorithm is

selected to implement sentiment analysis on drug reviews.

2.5 Recommendation Algorithm

Recommendation systems can be built using different types of algorithms like associa-

tive rule, content-based filtering, collaborative filtering, and knowledge-based filtering.

This study utilized a hybrid content-based and collaborative algorithm [12] to build

a drug recommendation system. Figure 5 depicts the proposed hybrid filtering algo-

rithm framework for this study, which is adopted from [12]. This study aims to resolve

some of the recommendation system issues such as cold start problem, increasing cus-

tomer preference, large number of drugs in market and overspecialization problems

[12]. Identifying problems in a system is important for the development process. Then,

data collection and pre-processing are done. The dataset used in this study are drug

reviews data, drug information data and healthcare professionals’ data collected from

AskaPatient database, UCI ML Drug Review dataset, Drugs.com, and DrugBank respec-

tively. After data pre-processing, the proposed recommendation model, which combines

content-based filtering and collaborative filtering is performed.

For content-based filtering, drugs are recommended to healthcare professionals based

on drug similarities without taking user profile into count. The TF-IDF algorithm is used
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to extract features from data and give weightage to them. Depending on the frequency

of each word, this algorithm determines its significance. This will be then used to create

a step-by-step cosine similarity table. There are a few steps involved in creating a cosine

similarity table. First, TF scores are computed, and the table is normalized. Then, IDF is

calculated to find the number of items for each user. Finally, the importance of items is

ranked for each user by multiplying TF and IDF scores. Recommendation can be done by

picking the top N similar products where N stands for the number of recommendations

for a user. Content-based algorithms are chosen because they help to solve cold start

problems. Therefore, recommendation of drugs can be done without obtaining any user

data.

For collaborative filtering, drugs are recommended to healthcare professionals based

on user behavior. First, user behavior like viewing a drug or adding a drug to a wish list

is converted into implicit rating weightage. This weightage is then used to generate user

rating using collaborative filtering. When user behavior is converted to rating, sparse

matrices are formed because there is a lot of missing data. In order to predict the missing

values, matrix factorization is utilized. Matrix factorization helps to recommend least

popular products to users using the new calculated rating. Collaborative filtering was

selected because it helps to solve overspecialization and increasing customer preference

problems. Therefore, healthcare professionals are able to gain more knowledge on differ-

ent types of drugs for different diseases in the market and at the same time least popular

products is recommended to them. After the proposed hybrid model is developed, it

is evaluated using error metrics like mean absolute error, root-mean-square error, and

ranking metrics like precision and recall. Finally, the overall recommendation system is

developed and tested before integrating it into the web application.

Fig. 5. Hybrid Filtering Algorithm Framework
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2.6 Description of Data Source

In this study, two sets of data are required, which are drug reviews data for developing

sentiment analysis models and drug details data for the system. Drug review data are

obtained from mainly two sources which are AskaPatient database and UCI ML Drug

Review dataset. The dataset for UCL ML Drug Review has a total of 232000 reviews

for different drugs for different conditions. This dataset has attributes like drug name,

health condition, drug review, date of review, drug rating and useful count. The dataset

from AskaPatient contains drug review as well, but the attributes are rating, reason, side

effects, comments, sex, age, dosage, and date. This dataset is very huge as it contains

thousands of drug reviews for many types of drugs in the market. Both datasets do not

have positive or negative labels for the reviews. Therefore, the rating of drugs is used

to label the drug review data either positive, neutral, or negative for training the model.

Positive reviews are labelled as 1, neutral review as 0, and negative review as −1.

Furthermore, another important dataset for this study is the drug details data from

Drugs.com and Drug Bank Online. Both datasets include all the necessary information

about drugs, which is extracted and shown to healthcare professionals for their reference.

Data from both of these sources are combined together into a single drug dataset to be

used for Dr. Drugs website. Examples of the data that can be retrieved from these datasets

are generic names, dosing information, drug characteristics, associated conditions, and

adverse effects.

3 Results and Analysis

3.1 Sentiment Analysis Model

The sentiment analysis model is developed to classify drug reviews of patients into

positive, neutral, and negative classes. There are several steps involved in developing

this model. The first step is data retrieval from the selected databases. For the sentiment

analysis model, only review and rating attributes were used. The preprocessing tasks

that were performed on the reviews are stop words removal, special characters removal,

removing white spaces, transforming text to lower case, and stemming. A machine

learning approach is employed to create this model, necessitating a labeled dataset.

However, the existing dataset lacked labels for every review, although it did contain rating

information for each entry. The ratings data were transformed into labels as follows:

Ratings higher than 7 were classified as positive and given a label of 1. Ratings lower

than 4 were classified as negative and assigned a label of −1. Ratings falling between 4

to 7 were considered as neutral and labeled as 0. Table 1 shows ratings data with their

respective labels.

To handle the large dataset, it was downsized to contain 60,000 rows of data only.

Out of 60,000 rows, 20,000 rows were labelled as Positive, another 20,000 as Neutral,

and the remaining 20,000 as Negative. This selection ensured a balanced representation

of different sentiment categories. Subsequently, only this reduced dataset was utilized

for the subsequent modelling tasks. Then, the dataset was split into two parts: 80%

for training data and 20% for testing data. This division allowed for the model to be

trained on a majority of the data while preserving a separate subset for evaluating its



232 P. Keikhosrokiani et al.

Table 1. Drug Ratings and Labels

Rating Label

8–10 Positive

4–7 Neutral

1–3 Negative

performance. After the completion of data splitting, the feature extraction process was

applied to both the training and testing datasets. Two distinct algorithms were employed

for this purpose: TF-IDF and Bio BERT. Bio BERT is an adapted version of the BERT

algorithm designed specifically for biomedical text analysis. It undergoes pre-training

on a vast collection of biomedical literature and clinical text to acquire a deep under-

standing of word and sentence contexts. By learning from this extensive corpus, Bio

BERT gains the ability to generate contextualized representations of biomedical terms

and phrases. Once the dataset has been transformed into vectors, the next step involves

training the sentiment analysis models. For this task, three distinct algorithms were

employed: Logistic Regression, Perceptron, and LSTM (Long Short-Term Memory). A

total of six sets of models were developed for sentiment analysis. These models were

created by combining two feature extraction algorithms with the three aforementioned

training algorithms. This approach allowed for a comprehensive exploration of various

combinations, enabling the comparison and evaluation of the different feature extraction

techniques and training algorithms for sentiment analysis. Grid search was applied to

determine the optimal parameters for training each model across all the training algo-

rithms. The resulting models were then evaluated, and their accuracy, macro-average

f1-score, and macro-average precision scores were recorded. Table 2 summarizes and

compares the performance metrics of the trained models.

Table 2. Performance Comparison for Different Sentiment Analysis Algorithms

Algorithm Bio Bert TF-IDF

Accuracy F1-Score Precision Accuracy F1-Score Precision

Logistic Regression 0.5719 0.5701 0.5708 0.7441 0.7449 0.7444

Perceptron 0.5452 0.5499 0.5252 0.7274 0.7261 0.7264

LSTM 0.5651 0.5659 0.5677 0.7319 0.7310 0.7314

Based on the results shown in Table 2, it is evident that the models utilizing the

TF-IDF vectorizer for feature extraction generally outperformed the Bio BERT-based

models. Among the TF-IDF models, the Logistic Regression algorithm demonstrated

the highest performance compared to Perceptron and LSTM. It achieved an accuracy

of 0.7441, an F1-score of 0.7449, and a Precision of 0.7444 respectively. Based on

these findings, to develop an effective sentiment analysis model, the TF-IDF algorithm
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is chosen for feature extraction, while Logistic Regression is selected as the preferred

model training algorithm.

The best trained sentiment analysis model and vectorizer are converted into.pkl files

and incorporated into the backend, which utilizes FastAPI. This model serves two pur-

poses within the system. Firstly, when an administrator adds a new drug to the system,

all the accompanying reviews uploaded for that drug are automatically classified accord-

ing to their sentiment using the model. This allows for the categorization of reviews as

positive, neutral, or negative. Secondly, healthcare professionals are given the option

to contribute new reviews for any specific drug, which are also subjected to sentiment

classification using the trained model. Before prediction, each review undergoes pre-

processing similar to the data cleaning process applied to the dataset. By employing this

model, the system ensures that all newly added reviews, whether uploaded by administra-

tors or healthcare professionals, undergo sentiment analysis to provide valuable insights

into the sentiment associated with specific drugs. This enables the assignment of a sen-

timent rating to each drug. A sample interface for the sentiment analysis is illustrated in

Fig. 6.

Fig. 6. Drug Details Page (Review Section)
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3.2 Content-Based Filtering Model

To provide drug recommendations based on similarity, the system incorporates a content-

based filtering model. This model analyses the characteristics of drugs to identify similar-

ities and make recommendations. When a user views a specific drug, the model suggests

other drugs that are similar to the one being viewed. The development of this model

involves several steps, starting with the acquisition of dataset containing drug infor-

mation and details. The drugs data used for this model includes the following specific

attributes: Generic Name, Brand Name, Common Side Effects, Description, Dosage,

Food Interaction, Indications, Ingredients, Manufacturer, Price, Rating, and Things to

Avoid. All these attributes are important to determine the similarity between drugs. After

reading the data, the data undergoes several text pre-processing steps. Since all data is in

string format, the text pre-processing steps include conversion to lower case, removal of

stop words, removal of special characters and lemmatization. After these pre-processing

steps, the individual attributes of each drug are joined together to create a corpus.

Each drug in the database has its own corpus consisting of its attributes. Then the

TF-IDF algorithm is used to perform feature extraction on these corpuses. All corpora

are converted to vectors. In order to find similar drugs for a given drug, attributes of

that drug undergo text preprocessing, and are then combined to create a corpus as well.

This corpus is subsequently vectorized using the TF-IDF algorithm, transforming it into

a numerical representation. After completing these steps, the similarity between drugs

is determined. The Cosine Similarity algorithm is employed for this purpose. Both the

vectors of drugs in the database and the vector of the drug being viewed are fitted into

the Cosine Similarity algorithm. The corpus of the drug being viewed is compared with

the corpuses of all other drugs in the database and the similarity scores of each of the

drugs is computed. These drugs are then sorted based on ranking using the argsort()

function depending on the similarity score. The indices of the top 5 drugs are retrieved

based on the similarity scores. Using these indices, the corresponding drugs are retrieved

from the database. Essentially, this approach constitutes a content-based recommender

system, where drugs being viewed by users are compared with the rest of the drugs in

the database. The top five most similar drugs are recommended to the user based on this

comparison.

During the implementation of the model into the system, an initial step involves

generating TF-IDF vectors for all the drugs beforehand. The resulting TF-IDF vectors

for all drugs are then stored in a.pkl file for easy retrieval. When a user interacts with the

system’s user interface and selects a specific drug, the TF-IDF vectors of all drugs in the

database are loaded from the.pkl file. These vectors, along with the vector representation

of the drug being viewed, are then fitted to the cosine similarity algorithm. Finally, the

recommended drugs are retrieved from the model and displayed to the user. Whenever a

new drug is added to the database, the TF-IDF vectors associated with the drug data are

regenerated. Subsequently, the existing.pkl file is updated to include these new vectors.

Figure 7 and 8 depict the user interface of the content-based filtering model.

As shown in Fig. 7, the focus is on the drug ‘Eletriptan’, commonly used for

migraines. The top three recommended drugs are ‘Rizatriptan,’ ‘Sumatriptan,’ and ‘Ven-

lafaxine,’ which are also used for migraine treatment. The remaining two drugs are used

for different purposes but are the most similar options available to ‘Eletriptan’ within
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the limited database of only four drugs for migraine treatment. Another example is

demonstrated in Fig. 8, where the drug under consideration is ‘Cephalexin,’ utilized for

treating ‘bladder infection.’ The top two recommended drugs are ‘Nitrofurantoin’ and

‘Ciprofloxacin,’ which are also commonly used for ‘bladder infection.’ As there are

only three drugs in the database for ‘bladder infection,’ the remaining displayed drugs

represent the closest alternatives compared to the others in the database. This successful

outcome illustrates the effective functionality of the content-based filtering model.

Fig. 7. Content Based Filtering Model Recommended Drugs UI for “Eletriptan”

Fig. 8. Content Based Filtering Model Recommended Drugs UI for “Cephalexin”
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3.3 Collaborative Filtering Model

The collaborative filtering model has been developed to recommend drugs to users

based on their similarity to other users. Data for this model is collected directly from

the system, capturing user behavior such as drug views, reviews, and additions to the

wish list. These interactions, which can be considered as user ratings, are stored in

the database and used to construct the collaborative filtering model. The initial steps

involve loading the user behavior data and drug data, followed by preprocessing, and

encoding. To ensure a comprehensive set of drugs is considered for recommendations,

the unique drugs from both datasets are combined. A Label Encoder is then utilized

to assign numeric IDs to each drug, facilitating efficient processing of categorical drug

names. The core element of the collaborative filtering approach is the user-item matrix.

An empty matrix is created to store user ratings for drugs. The user interactions with

drugs are assigned different weights: adding drugs to the wish list is given a weight of 2.0,

viewing a drug is given a weight of 1.0, and reviewing a drug is given a weight of 3.0.

These weightings reflect the importance placed on each user’s behavior. Using the drug

encodings and assigned weights, the user ratings are populated in the user item matrix.

Some drugs may have missing ratings, indicating that no users have rated those specific

drugs. Handling missing ratings is crucial to address the sparsity of the user-item matrix.

If a drug has not been rated by any user, its rating is replaced with the average rating of

all drugs. This step ensures that the model can provide reasonable recommendations for

unrated drugs based on collective user behavior.

Once the user-item matrix is prepared, it undergoes transformation using Singular

Value Decomposition (SVD), which is a dimensionality reduction technique. The Trun-

catedSVD class from scikit-learn is employed to perform SVD on the user-item matrix,

allowing for lower-dimensional representations. After transforming the matrix, the next

step involves calculating the similarity between users. Cosine similarity is used to mea-

sure the similarity between the transformed user-item matrix representations of different

users. This similarity matrix captures the extent of similarity between users’ behaviors

in drug ratings. Moving on to the recommendation process, similarity scores between

the user in need of recommendations and other users in the system are calculated. These

scores are utilized to identify similar users based on their similarity to the target user.

Drug ratings from similar users are collected, forming the basis for generating recom-

mendations for the target user. Recommendations are based on drugs that similar users

have rated, but the target user has not yet rated. Finally, the inverse transform function

is applied to the encoder to retrieve the recommended drug names based on their IDs.

The code snippet for the recommendation process is shown below.

The collaborative filtering model is seamlessly integrated into the system, stream-

lining the data loading and user item matrix transformation steps. The user item matrix

is transformed and stored in a.pkl file for efficient retrieval. When a recommendation is

requested for a particular user, only the user index is needed to retrieve their similarity

scores. Using these similarity scores, the model identifies users who exhibit similar pref-

erences and behaviors. It then collects drug ratings from these similar users, which are

aggregated to determine the overall ratings for each drug. Based on these aggregated rat-

ings, the drugs are sorted to prioritize the most highly recommended ones. The updated

recommendations are displayed to the user in the main page of the system, specifically
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in a dedicated section titled “Recommended Drugs for You,” as depicted in Fig. 9. Each

user in the system will receive a personalized set of recommended drugs based on their

individual behaviors. For newly registered users, recommendations would not be avail-

able initially. However, once the model is trained again and they start to interact with

the system, they start receiving personalized recommendations. It is important to note

that recommended drugs for similar users dynamically adapt over time, reflecting their

own behaviors as well as those of other users within the system.

Fig. 9. Collaborative Filtering Model Recommended Drugs UI

4 Discussion and Conclusion

The goal of this study was to develop a drug recommendation system for healthcare

professionals to aid them in selecting the best drug for their patients. For this reason,

sentiment analysis and hybrid content-based and collaborative filtering algorithms were

implemented. Currently, there is no other recommender system developed for the usage

of healthcare professionals, which makes the system unique and very important. All

three objectives of the study are fulfilled, which are to classify drug reviews based on

sentiment using sentiment analysis, to assist health professionals better understand drug

effectiveness, and to develop a web-based drug recommendation system for health-

care professionals using hybrid filtering technique and to facilitate active involvement

and knowledge sharing among healthcare professionals. The system was successfully

implemented and tested.

The implementation strategy adopted for this study follows a bottom-up approach.

This means that the entire system is divided into smaller sub-parts, which are built and
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tested independently before being integrated into a complete system. Each module rep-

resents a distinct feature of the system and developing them separately offers several

benefits. By developing the modules independently, the possibility of errors is decreased,

and the complexity of the entire system is effectively managed. This system’s develop-

ment was carried out methodically, with a focus on finishing, testing, and debugging

every component before integrating it into the main application. The first step was the

development of the main user interface (UI).

Three machine learning models were then developed and integrated into the system,

with thorough testing carried out at each step. This methodical integration process made

certain that each model’s usability and functionality were carefully evaluated before

continuing. In addition, additional features were developed individually so they could

be tested and improved before being integrated into the overall system. The main benefit

of this bottom-up approach was that it reduced the risks involved in developing a large,

complex system. Any concerns or issues that arose may be readily addressed and handled

by breaking it down into smaller, manageable components. Throughout the development

process, we ensure that each module matched the required criteria for performance and

usability by frequent testing and debugging. This approach not only enhanced the overall

functionality of the system but also allowed for better flexibility in adjusting and refining

individual components before integrating them into the overall system.

The first part of the system development includes the development of three different

intelligent computing models. The first model is a sentiment analysis model which is

developed using Bio Bert, TF-IDF, Logistic Regression, Perceptron and LSTM algo-

rithms. This model was used to classify each drug review according to polarity positive,

neural, and negative. The second model is content-based filtering model which was

developed using TF-IDF algorithm and cosine similarity algorithm. This model is used

to recommend similar drugs to users based on the current drug they are viewing. The

final model is collaborative filtering algorithm, which was developed using cosine sim-

ilarity algorithm and Singular Value Decomposition (SVD) algorithm. This model was

used to recommend drugs to users based on similar users which was determined using

user behavior in the system. All the three developed models were working well without

any issues, which meant that the first and second objectives were met.

The second part of system development focused on a web application called

Dr.Drugs. The web application was developed using FARM (FastAPI, React, Mon-

goDB) stack and Material UI library. A three-layer architecture was used to develop the

system. Overall, the developed system has achieved the requirements planned during the

system requirement and analysis phase. The development methodology used to develop

this system is a bottom-up approach where all the small components of modules were

developed first and then integrated into a bigger module. The entire system was tested

in terms of unit testing, integration testing and system testing, and it can be said that the

system passed all the tests without any issues and the expected results were achieved.

This indicates that the developed web application is a fully functional website. In the

web application, additional features like drug comparison, forums and adding drugs to

wish list were added. These features are added to give more assistance for users when

selecting a drug. The forums feature helps to achieve the third objective. This feature
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helps healthcare professionals to communicate with each other, expand their knowledge

and expand drug knowledge.

Unit testing, integration testing, and system testing were done to ensure the proposed

system is free of bugs and functions efficiently as intended. Based on the test results,

it can be concluded that the proposed system has met the expected requirements that

were established during the system requirement and analysis phase. The system is able

to function under different input conditions without any major errors. This is due to the

fact that unit testing and integration testing was done very carefully for every module.

Thus, Dr.Drugs web application is a fully functionally web application that meets its

objectives and requirements.

In terms of strengths, the system’s unique features of content-based and collaborative

filtering algorithms recommendation are its primary strength. There are limited recom-

mender systems focused for healthcare professionals on recommending drugs [12]. The

collaborative model is able to recommend personalized drugs to users based on their

user behavior while the content-based filtering model is able to recommend similar

drugs based on drugs being viewed accurately. Moreover, sentiment analysis is another

strength of the system. Drug reviews are usually not utilized to the fullest potential. By

implementing sentiment analysis on this system, healthcare professionals are able to

understand drug effectiveness in various patients. This is another unique feature of the

proposed system. Besides that, the system also includes a forum page feature. This is

implemented to facilitate communication between healthcare professionals. By doing

so, healthcare professionals will be able to share drug knowledge with each other.

In terms of limitations, the system does not provide specific information based on the

healthcare professional’s specialization. Thus, personalized recommendations based on

healthcare professionals’ specialization could not be made. Moreover, another limitation

is drug data added to the system could not be edited. Once admin have added data to

the system, they are only able to delete the drug data do not edit it. Additionally, when

adding drug data, admin can upload reviews, but the file must be in csv file in a specific

format. If not, review data would not be added correctly.

As future work, there are some suggestions that can be made to the system to improve

it even further. The first suggestion is implementing a personalized, patient-centric, or

disease specific drug recommendation. Currently, the system recommends drugs based

on similar drugs and similar user behavior. This recommendation can be improved to

include the patient or disease-based drug recommendation as well. This will assist health-

care professionals to select drugs that are specific to a patient as different patient will

have different reaction or effectiveness with different drug.

Moreover, another feature that can be included is the drug availability feature. This

feature will allow healthcare professionals to know the location at which they can pur-

chase the drugs they need. The system needs to show all the pharmacy locations that are

currently selling a particular drug.
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Abstract. Accurate and early prediction of arrhythmias using Electrocardiograms

(ECG) presents significant challenges due to the non-stationary nature of ECG

signals and inter-patient variability, posing difficulties even for seasoned cardi-

ologists. Deep Learning (DL) methods offer precision in identifying diagnostic

ECG patterns for arrhythmias, yet they often lack the transparency needed for clin-

ical application, thus hindering their broader adoption in healthcare. This study

introduces an explainable DL-based prediction model using ECG signals to clas-

sify nine distinct arrhythmia categories. We evaluated various DL architectures,

including ResNet, DenseNet, and VGG16, using raw ECG data. The ResNet34

model emerged as the most effective, achieving an Area Under the Receiver Oper-

ating Characteristic (AUROC) of 0.98 and an F1-score of 0.826. Additionally, we

explored a hybrid approach that combines raw ECG signals with Heart Rate Vari-

ability (HRV) features. Our explainability analysis, utilizing the SHAP technique,

identifies the most influential ECG leads for each arrhythmia type and pinpoints

critical signal segments for individual disease prediction. This study emphasizes

the importance of explainability in arrhythmia prediction models, a critical aspect

often overlooked in current research, and highlights its potential to enhance model

acceptance and utility in clinical settings.

Keywords: Arrhythmia · ECG · prediction model · deep learning · heart rate

variability · explainable AI

1 Introduction

Cardiovascular disease (CVD) is the leading cause of death in Europe and the EEUU,

causing 3.9 million and 1.8 million deaths annually [1]. Traditional CVD diagnosis relies

on rule-based evaluation of patient history and clinical examinations. This approach

struggles with the volume and diversity of data and depends heavily on medical expertise,

leading to challenges in resource-limited settings like developing countries.

The electrocardiogram (ECG) is a key, non-invasive tool for diagnosing cardiac

conditions, utilizing a 12-lead setup to capture heart’s electrical activity through distinct

P, Q, R, S, and T waves [2]. While ECG, especially in identifying cardiac arrhythmias,
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is straightforward, interpreting these signals, particularly in complex cases, remains

challenging and prone to errors with serious implications [3]. Additionally, Heart Rate

Variability (HRV) analysis, which examines variations in consecutive heartbeats, has

emerged as a crucial technique in cardiac assessment. It assesses the autonomic nervous

system’s impact on the heart by analyzing the R-R interval, the time between successive

R wave peaks, and the N-N interval, the duration between consecutive QRS complexes.

These measures help in understanding the cardiac system’s dynamic state [4].

Arrhythmias, a common and varied group of CVDs diagnosed using ECG, are charac-

terized by irregular heartbeats due to improper electrical signaling, leading to abnormally

fast, slow, or inconsistent heart rhythms. This work focuses on several arrhythmia classes

including Atrial fibrillation (AF), Right and Left Bundle Branch Blocks (RBBB and

LBBB), First-degree atrioventricular block (IAVB), and Premature Atrial and Ventricu-

lar Contractions (PAC and PVC), along with Myocardial Infarction (MI) [5]. Diagnosing

arrhythmias is challenging due to: i) absence of symptoms during ECG recording; ii)

high inter-patient ECG signal variability; iii) non-stationary signal morphology affected

by physical state, noise, and artifacts; and iv) the need for large data volumes to avoid

false diagnoses [5].

Computer-Aided Diagnosis Systems (CADS) address arrhythmia diagnosis chal-

lenges by leveraging digital technologies for the analysis of physiological and clinical

data, aiding clinicians in making more informed decisions. Traditional ECG analysis

techniques in CADS rely on automated detection of ECG components and classifying

them based on fixed rules, but they often fall short due to outdated rules and sensitivity to

imperfect ECG recordings. In the medical field, Artificial Intelligence (AI), particularly

Machine Learning (ML) and Deep Learning (DL), has significantly enhanced CADS.

AI combines mathematical and computer science theories to create systems capable of

intelligent actions, with DL being notable for its ability to process large volumes of data

through artificial neural networks. These networks perform sequential transformations to

highlight crucial input features for classification and regression tasks. Modern arrhyth-

mia diagnosis models increasingly use DL, credited for its precision in identifying ECG

waveforms like QRS complexes, and P and T waves, facilitating the calculation of vital

clinical measures including heart rate and axis deviation [6, 7].

AI’s potential in various fields, including healthcare, is often hindered by its ‘black

box’ nature, leading to trust issues due to a lack of transparency [8]. Healthcare profes-

sionals need to understand the reasoning behind AI-recommended treatments. Without

this level of explainability, AI’s adoption in healthcare can be negatively impacted.

Explainable AI (XAI) addresses this challenge by providing insights into the decision-

making processes of AI systems. XAI aims to make the logic behind AI algorithms

clear, thereby aligning advanced AI capabilities with the healthcare sector’s need for

transparent decision-making.

In recent literature, advancements in arrhythmia classification using DL have been

notable, especially with the application of Convolutional Neural Networks (CNNs).

A diverse range of studies has utilized various DL architectures, showing significant

progress in ECG signal analysis. Chen et al. [9] combined a CNN with RestNet-34

layers and bi-directional LSTM, achieving an accuracy of 0.81 on 12-lead ECG sam-

ples. Their study, while promising, highlighted the need for balanced datasets. Cheng
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et al. [10] used a modified 1-D CNN on the MIT-BIH arrhythmia database, focusing

on compressed ECG signals suitable for wearable devices. Gao et al. [11]‘s approach

involved a 4-layer LSTM model, achieving an accuracy of 0.992, demonstrating robust-

ness against noise and normal ECG beat dominance. Niu et al. [12] introduced a novel

DL method based on adversarial domain adaptation, while Romdhane et al. [13] focused

on enhancing minority class classification accuracy. Wang et al. [14, 15] employed 1-D

CNNs and continuous wavelet transform techniques, demonstrating effectiveness against

noise. Yildirim et al. [16] developed a 1D-CNN suitable for mobile and cloud comput-

ing applications due to its efficiency. Zhang [17] and Zhang et al. [18] used 1D-CNN

networks, showing the superiority of 12-lead over single-lead ECGs. Rai et al. [19]

tested a CNN + LSTM ensemble approach, improving minority class accuracy. Finally,

Toma et al. [20] presented a parallel approach combining RNN and 2D CNN, effectively

capturing temporal and spatial ECG signal characteristics. These studies illustrate the

advancements and diversity in DL applications for arrhythmia detection, with a trend

towards optimizing network architectures and inputs for enhanced classification accu-

racy. However, the integration of explainable AI (XAI) remains a largely unexplored

area, crucial for the clinical applicability of these models.

In our study, we developed an explainable model for detecting cardiac arrhythmias

using 12-lead ECG signals. We explored two approaches: one using raw ECG signals

as input for various DL architectures like ResNet, VGG, and DenseNet, and another

combining raw ECG signals with HRV features in a hybrid model. We thoroughly eval-

uated the performance of these classifiers. Furthermore, we assessed the explainability

of the most effective model by analyzing the significance of different leads in arrhyth-

mia classification and presenting case examples that illustrate the ECG signal segments

influencing the predictions.

The remainder of this paper is organized as follows: Section 2 outlines the dataset, the

DL algorithms, training and testing methodologies, and the explainability technique used

in building the arrhythmia detector. Section 3 details the evaluation results, including the

predictive performance of the DL approaches (using raw ECG and the hybrid method

with HRV features) and the explainability analysis of the most effective model. Section 4

discusses these results, and Sect. 5 concludes the paper with key findings.

2 Material and Methods

2.1 Dataset Description

In our research, we utilized the ‘China Physiological Signal Challenge 2018 (CPSC

2018)’ dataset to investigate arrhythmia predictions [21]. CPSC 2018 is an extensive

dataset that was collected and curated to facilitate research within the domain of physi-

ological signal processing to encourage the development of algorithms for the detection

of morphological abnormalities. This dataset also comprises 12 lead ECG recordings

and was sourced through collaboration with 11 hospitals in China. CPSC 2018 includes

a total of 6,877 individual data samples, with a gender distribution of 3,178 females and

3,699 males. The ECG recordings are sampled at a frequency of 500 Hz, and they vary

in length, ranging from 6 to 60 s. Within the CPSC 2018 dataset, researchers have access

to ECG recordings representing nine distinct cardiac states, including atrial fibrillation
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(AF) with 1098 recordings, intrinsic paroxysmal atrioventricular block (I-AVB) with

704 recordings, left bundle branch block (LBBB) with 207 recordings, normal heartbeat

(SNR) with 918 recordings, premature atrial contraction (PAC) with 574, premature ven-

tricular contraction (PVC) with 653 recordings, right bundle branch block (RBBB) with

1695 recordings, ST-segment depression (STD) with 826 recordings, and ST-segment

elevation (STE) with 202 recordings. It’s worth noting that among the 6,877 recordings,

476 of them have two or three different labels, indicating their complexity.

2.2 HRV Features Extraction

In this study, we computed 33 Heart Rate Variability (HRV) features from each subject’s

entire ECG using the pyHRV Python library [22] and BioSPPy toolbox for biosignal

processing [23]. BioSPPy’s ECG processing and R-peak detection algorithms enabled

us to calculate the Normal-to-Normal Interval (NNI) series, from which we extracted

HRV features covering time-domain, frequency-domain, and non-linear parameters.

The HRV features included: maximum and minimum NNI, standard deviation (SD)

of heart rate (HR), maximum and minimum HR, mean HR, root mean square of NNI

difference, number of NN intervals differing by more than 20 ms and 50 ms, ratios of

NN20 and NN50 to total NNI, SD1 and SD2 (standard deviations of the major and

minor axes), ratio of SD1 to SD2, maximum and minimum NNI difference, mean NNI

difference, sample entropy, area S of the fitted ellipse, fast Fourier transform (FFT)

metrics, number of NNI, TINN (baseline width of the interpolated triangle) computation

values, triangular index, and AR (autoregression) metrics.

2.3 Deep Learning Algorithms

Deep learning (DL) algorithms have revolutionized AI, particularly in healthcare, by

outperforming traditional machine learning methods in complex tasks. In this subsec-

tion, we explore the DL algorithms applied in our study, detailing their architecture,

training strategies, and their specific use in arrhythmia prediction. For a comprehensive

comparative analysis, we utilized models such as ResNet34, ResNet50, VGG16, and

DenseNet, each chosen for their distinct strengths in deep learning applications. These

experiments utilize a learning rate of 0.0001, the Adam optimizer, and Binary Cross

Entropy (BCE) with Logits Loss as loss function.

ResNet34 and ResNet50, part of the Residual Neural Network family by He et al.

[24], are designed primarily for image recognition tasks. ResNet50 has a deeper structure

with 50 layers, compared to the 34 layers of ResNet34. Both architectures follow a similar

design, featuring convolutional, pooling, activation, and fully connected layers to extract

detailed features. A key innovation in ResNet is the introduction of residual learning to

tackle the vanishing or exploding gradient problem in deep networks. This is achieved

through skip connections, enabling the network to learn residual functions and maintain

performance in deeper layers.
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In our study, we implemented both ResNet34 and ResNet50 for arrhythmia pre-

diction. These architectures, chosen for their proven efficacy across various tasks, are

particularly well-suited for this purpose. Their ability to handle intricate features makes

them ideal for our ECG analysis, which uses 1D CNNs to process raw ECG data (12

leads, 30-s recordings at 500 Hz). This approach, leveraging 1D CNNs’ effectiveness

in time-series data [25], allows for detailed feature extraction and classification across

nine diagnostic categories. To mitigate overfitting, dropout regularization with a proba-

bility of 0.2 was implemented after the initial convolutional layer’s activation function,

stochastically zeroing activations. By using these architectures, we aim to enhance our

understanding of model performance and specialization in ECG classification.

The VGG16 model, a 16-layer convolutional neural network developed by the Visual

Graphics Group at the University of Oxford [26], is also used in our study. Renowned

for its simplicity and effectiveness in image recognition, we adapted VGG16 as a feature

extractor for ECG signals. Its architecture, composed predominantly of convolutional

and max-pooling layers, is adept at learning complex hierarchical features from raw ECG

data. In our research, VGG16 excelled in identifying detailed features in the ECG signals,

crucial for high-level cardiac state classification. By processing 12-lead ECG signals

through its 1D CNN layers, VGG16 transformed them into structured representations

for downstream classification tasks. This allowed us to detect intricate patterns and

categorize data effectively.

DenseNet, or Densely Connected Convolutional Networks, is a cutting-edge CNN

architecture employed in our ECG classification framework. It addresses deep neural

network challenges like information propagation and feature reuse by introducing dense

connections between layers for improved information flow and gradient propagation

[27]. In contrast to traditional CNNs with sequential layer connections, DenseNet layers

receive inputs from all previous layers and pass their feature maps to all subsequent

layers in a dense block, enhancing feature reuse and efficient learning of discriminative

features. In our study, DenseNet efficiently extracts hierarchical representations from

raw ECG signals. Notably, DenseNet is recognized for its parameter efficiency, deliver-

ing competitive performance with fewer parameters than other architectures. This effi-

ciency was crucial in our research, allowing for effective feature extraction with reduced

computational complexity.

2.4 Training, Testing and Performance Metrics

For consistent and reliable model development in our deep learning training process,

we adopted a standardized data split approach using a custom function. Our prepro-

cessed ECG dataset was divided into three subsets: training, validation, and testing, with

proportions of 80%, 10%, and 10% respectively. The majority (80%) of the data was

allocated for training, ensuring the model’s exposure to a wide array of ECG signals and

patterns. The validation set, constituting 10%, was used during training to monitor and

fine-tune the model’s performance, helping to prevent overfitting. The remaining 10%

comprised the test set, which was completely unseen during the training and validation

phases. This setup allowed for an unbiased assessment of the model’s performance on

new, unseen ECG samples.
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In assessing our models’ performance in predicting nine distinct arrhythmia classes,

we employed six diverse evaluation metrics for a comprehensive analysis. These metrics

included accuracy, recall, precision, F1-score, Area Under the Receiver Operating Curve

(AUROC), and the confusion matrix. Together, they provide a holistic view of model

effectiveness, measuring not only the accuracy in classifying arrhythmias but also the

ability to differentiate between various arrhythmia types and other class instances.

2.5 Explainability AI Techniques

SHAP (SHapley Additive exPlanations), introduced by Lundberg et al. [28], is a key

interpretability framework used in our study to elucidate the predictions of complex

machine learning models. Utilizing tools referenced in [17], we applied SHAP values to

determine the importance of each feature in our 12-lead ECG input data, identifying the

most influential leads in our predictive models. SHAP values offer an in-depth analysis

of how each feature contributes to individual predictions, providing insights into the

model’s decision-making process. Additionally, they enable a broader examination of

the model’s behavior by summarizing feature impacts across all predictions, revealing

general patterns and trends in the data. SHAP also facilitates model comparison and

selection by evaluating different models based on their feature contributions, aligning

with principles from game theory for a fair and mathematically sound attribution of

feature importance.

In our study, we utilized the SHAP DeepExplainer class, a specialized tool for inter-

preting deep learning models with an efficient computational approach. The SHAP Deep-

Explainer approximates conditional expectations of SHAP values, integrating multiple

background samples to summarize the difference between expected model outputs (based

on these samples) and the actual model outputs. This method provides a practical way to

understand the model’s reasoning by comparing its predictions with a baseline derived

from the background data.

3 Results

This section details the classification outcomes of two methods examined in our study:

DL with raw ECG signal, and a hybrid method combining DL with HRV and raw ECG

signals. For each method, we highlight the algorithm with the highest performance,

based on AUROC scores, and present its confusion matrix and ROC curve.

Moreover, we delve into the approach that yielded the most accurate classifica-

tion, emphasizing explainability. This involves analyzing the significance of different

ECG leads in identifying arrhythmia classes and providing explanations for individual

instances, specifically highlighting the ECG segments that contributed to arrhythmia

classification.
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3.1 Deep Learning Classification with ECG Raw Signal

The raw ECG signal is used to fit the several deep learning architecture proposed, i.e.

ResNet34, ResNet50, DenseNet, VGG16. Their performances are shown, respectively, in

Table 1, Table 2, Table 3 and Table 4, where the metrics denote the model’s performances

for each arrhythmia following the one-versus-the-rest (OVR) approach. The average for

each metric is also shown.

Table 1. ResNet34 classifier performance

Arrhythmia category Accuracy Precision Recall F1-Score AUC

SNR 0.96 0.77 0.84 0.80 0.98

AF 0.98 0.94 0.93 0.94 0.99

IAVB 0.98 0.96 0.90 0.93 0.99

LBBB 0.99 0.95 0.83 0.88 1.00

RBBB 0.96 0.93 0.94 0.94 0.99

PAC 0.95 0.66 0.71 0.68 0.96

PVC 0.97 0.87 0.86 0.87 0.99

STD 0.96 0.84 0.85 0.85 0.97

STE 0.97 0.63 0.50 0.56 0.95

Average 0.97 0.84 0.82 0.83 0.98

Table 2. ResNet50 classifier performance

Arrhythmia category Accuracy Precision Recall F1-Score AUC

SNR 0.95 0.74 0.82 0.78 0.97

AF 0.98 0.95 0.93 0.94 0.99

IAVB 0.99 0.95 0.92 0.93 1.00

LBBB 0.99 0.78 0.91 0.84 1.00

RBBB 0.96 0.90 0.96 0.93 0.99

PAC 0.95 0.70 0.66 0.68 0.94

PVC 0.97 0.90 0.85 0.87 0.99

STD 0.94 0.69 0.84 0.76 0.98

STE 0.97 0.53 0.67 0.59 0.97

Average 0.97 0.79 0.84 0.81 0.98
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Table 3. DenseNet classifier performance

Arrhythmia category Accuracy Precision Recall F1-Score AUC

SNR 0.94 0.73 0.71 0.72 0.97

AF 0.97 0.87 0.97 0.92 0.99

IAVB 0.99 0.96 0.95 0.95 0.99

LBBB 0.99 0.86 0.83 0.84 0.96

RBBB 0.96 0.91 0.96 0.93 0.99

PAC 0.89 0.42 0.67 0.52 0.88

PVC 0.94 0.71 0.67 0.69 0.95

STD 0.96 0.88 0.76 0.82 0.97

STE 0.97 0.54 0.58 0.56 0.95

Average 0.96 0.76 0.79 0.77 0.96

Table 4. VGG16 classifier performance

Arrhythmia category Accuracy Precision Recall F1-Score AUC

SNR 0.95 0.71 0.82 0.76 0.97

AF 0.97 0.90 0.93 0.92 0.99

IAVB 0.97 0.92 0.80 0.86 0.98

LBBB 0.99 0.95 0.78 0.86 0.95

RBBB 0.95 0.86 0.97 0.92 0.98

PAC 0.90 0.42 0.41 0.42 0.82

PVC 0.96 0.90 0.74 0.81 0.96

STD 0.95 0.86 0.66 0.75 0.95

STE 0.97 0.52 0.63 0.57 0.96

Average 0.96 0.78 0.75 0.76 0.95

Assessing the average AUROC and subsequently the F1-score of the four DL classi-

fiers, ResNet34 emerges as the best performer with an AUROC of 0.98. Thus, the ROC

curve and confusion matrix of ResNet34 are shown in Fig. 1 and Fig. 2, respectively.

3.2 Hybrid Approach: Optimal Classifier with ECG Raw Signal and HRV

Features

While DL algorithms effectively process raw ECG signals for arrhythmia classification,

we propose a hybrid approach that combines these with HRV features to, in theory,

enhance their performance, especially in misclassification-prone categories. Illustrated in

Fig. 3, our model integrates HRV features into the fully connected layer of the ResNet34
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network, aiming to combine raw signal processing with feature-based analysis for better

classification accuracy. The fully connected layer is dimensioned to accommodate the

flattened convolutional feature representations as well as the auxiliary inputs (HRV

features). The integration of auxiliary features into the model’s decision-making process

is an attempt to enhance its adaptability and performance.

Similar to the approaches using pure DL networks, the classification performance

of the hybrid approach is documented in Table 5. Consequently, the ROC curve and

confusion matrix of the hybrid approach are shown in Fig. 4 and Fig. 5, respectively.

Figure 6 shows a comprehensive comparison of all classifiers’ AUROC performance for

each of the arrhythmias considered in the diagnosis. By using Kruskal-Wallis test, we

confirm that there is a static statistically significant difference in performance among

the classifiers (p = 0.0008 << 0.05).

Fig. 1. ROC curve of ResNet34 Fig. 2. Confusion Matrix of ResNet34

Fig. 3. Hybrid approach architecture
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Table 5. Hybrid approach performance

Arrhythmia category Accuracy Precision Recall F1-Score AUC

SNR 0.95 0.76 0.75 0.76 0.95

AF 0.19 0.19 1.00 0.33 0.95

IAVB 0.97 0.93 0.82 0.86 0.94

LBBB 0.98 0.68 0.83 0.75 0.90

RBBB 0.28 0.28 1.00 0.44 0.96

PAC 0.93 0.59 0.68 0.63 0.87

PVC 0.96 0.77 0.82 0.79 0.92

STD 0.95 0.81 0.73 0.76 0.92

STE 0.97 0.60 0.50 0.54 0.85

Average 0.79 0.623 0.791 0.65 0.92

Fig. 4. ROC curve of the hybrid approach Fig. 5. Confusion Matrix of hybrid approach

3.3 Explainability Analysis of the Optimal Model

According to the objectives of our study, we have conducted an explainability analysis of

the best-performing model, specifically ResNet34. For that purpose, the XAI technique

SHAP will be used to offer a global and local explainability analysis.

For global explainability, our focus is on determining the significance of each of the

12 ECG leads in predicting different arrhythmia categories. The results of this global

explainability analysis are depicted in Fig. 7.

By aggregating the SHAP values for each lead across all predicted instances, we can

ascertain the positive or negative influence of each lead on the prediction of a specific

arrhythmia. It is important to note, given the multiclass nature of our classification

problem, that the negative values observed for each category may not be intuitively

interpretable since they could be affected by any of the other category’s predictions.
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Fig. 6. AUROC comparison of classifiers’ performance for each arrhythmias classes

Therefore, by observing the bars with a positive influence we can propose the fol-

lowing Table 6 that indicates the most relevant features for each of the arrhythmia

categories. This relevant feature ranking allows us to propose the presentation of an

individual explainability approach since SHAP can indicate which region of the ECG

signal contributes to the prediction. Therefore, we show in Fig. 8 one instance predicted

for each of the arrhythmia categories and ECG segment more relevant for such prediction

on the relevant features identified in the global explainability approach.

Table 6. Prominent lead for each cardiac state detection

Arrhythmia

category

SNR AF IAVB LBBB RBBB PAC PVC STD STE

Relevant

ECG leads

II, avR V2,

V3

V2, V5 avR,

avF1
V2, V4 V2,

V3

V4 V1,

V2

V1,

V2

4 Discussion

ML and DL are increasingly important in CVD detection, leveraging ECGs as key data

sources. ECGs are crucial for improving diagnostic accuracy in data-driven predictive

models for CVD [29]. These technologies not only facilitate early CVD detection, lead-

ing to better health outcomes, but also help address the demand for skilled cardiologists

in ECG data analysis. Recent research in clinical cardiology suggests that ML and DL,

especially in combination with other methods, provide superior predictive power for

cardiovascular or overall mortality compared to traditional clinical or imaging tech-

niques alone [7]. DL’s strength lies in its ability to capture temporal signal variations

and autonomously learn from complex inputs like ECG signals, provided there’s enough

high-quality training data. This learning bypasses the need for predefined feature pro-

cessing, offering an end-to-end solution that minimizes errors in feature calculation,

thereby enhancing model accuracy [30–34].
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Fig. 7. SHAP contributions for arrhythmia categories per ECG lead.

In our study, we developed an explainable model for detecting cardiac arrhythmias

using 12-lead ECG signals by exploring two different approaches: one using raw ECG

signals as input for various DL architectures, and another combining raw ECG signals

with HRV features in a hybrid model. We identify the best-performing model in the

multiclass arrhythmia prediction by assessing the AUROC for each arrhythmia category

and their average. If classifiers exhibit equal AUROC values, we also evaluate the F1-

score, an important metric in multiclass classification scenarios.

In our evaluation of DL models for arrhythmia detection, both ResNet models out-

performed DenseNet and VGG16, with ResNet34 and ResNet50 showing similar effec-

tiveness. However, ResNet34 marginally leads as the optimal model with an AUROC of

0.98 and an F1-score of 0.83, compared to ResNet50 (AUROC: 0.98, F1-score: 0.81),

DenseNet (AUROC: 0.96, F1-score: 0.77), and VGG16 (AUROC: 0.95, F1-score: 0.76).
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Fig. 8. SHAP contributions in the ECG signal per the relevant lead for each arrhythmia category

By inspecting the different ROC curves and the confusion matrix for individual arrhyth-

mia classifications, ResNet34 excels in detecting SNR, LBBB, RBBB, PAC, and STD,

while ResNet50 is superior in classifying AF, IAVB, PVC, and STE.
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The hybrid approach, combining ResNet34 with Heart Rate Variability (HRV) fea-

tures, did not enhance performance in any arrhythmia category, including overall average.

Notably, it showed reduced accuracy and precision, especially in AF and RBBB cate-

gories. This suggests that instead of providing ResNet34 with additional informative

features, the HRV integration might have impeded the network’s learning, leading to a

decline in classification performance. Thus, the integration of HRV features appears to

compromise rather than improve the model’s efficacy in arrhythmia classification.

This study’s results indicate that the employed DL algorithms have the potential to

aid clinicians and healthcare professionals in detecting cardiac conditions that might oth-

erwise be missed or diagnosed later through specialist evaluations or echocardiography.

Leveraging both short-term and long-term learning, these methods enable early detec-

tion of cardiovascular diseases (CVD), facilitating timely treatment initiation. This early

intervention can lead to improved health outcomes, while delays or missed diagnoses

could exacerbate health conditions.

ML and DL tools offer precise predictions but their ‘black box’ nature poses sig-

nificant interpretability challenges, hindering clinician acceptance due to difficulties

in understanding decision-making processes. This lack of transparency is especially

problematic in clinical practice, where clinicians need clarity for effective decision-

making. The interpretability and application of these advanced models, particularly in

identifying critical features, remain complex, potentially limiting their utility in settings

without computer assistance. This opacity significantly impedes the adoption of AI mod-

els by healthcare professionals who require comprehensible explanations of AI-derived

results. In response, the emergence of XAI is a critical development, aiming to demys-

tify AI models and outcomes to enhance accessibility and user trust. XAI facilitates the

identification of key features influencing predictions and explores causal relationships

between features and clinical outcomes. Despite its importance, research focusing on

the understandability and trust in ML models, particularly those aiding in the diagnosis

or prognosis of CVD, is still scarce, highlighting a vital area for future exploration.

In our study, we employed the SHAP technique to analyze explainability at both

global and individual levels using the 12-lead ECG data. Globally, SHAP enabled us to

perform a lead-specific relevance analysis for each arrhythmia category, guiding clinical

experts to focus on the most influential leads identified. For example, the V2 lead is

highlighted as the most significant feature in six out of nine arrhythmia categories, with

avR, V1, V3, and V4 also being important. This information is valuable for researchers

focusing on specific arrhythmia predictions, as it suggests prioritizing these leads in ECG

monitoring. Interestingly, this contrasts with the common use of ECG lead II in arrhyth-

mia detection, which our model found to be less relevant, highlighting a divergence from

established practices noted in related literature.

The significant advantage of our explainable model lies in the synergy created by

merging global and individual explainability approaches. Clinicians can use features

deemed important globally to scrutinize individual arrhythmia predictions. This process

allows them to verify if the ECG segments identified by SHAP as influential align

with established clinical knowledge. Essentially, the model facilitates a comprehensive

cross-verification, enabling clinicians to confirm the clinical validity of globally relevant
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features by examining their contribution to specific arrhythmia classifications on a case-

by-case basis.

This study’s primary limitation is its reliance on a single database for constructing the

prediction model, potentially affecting both the model’s generalizability and the validity

of explainability analysis. Future research should include additional databases like MIT-

BIH to validate and benchmark our findings. Additionally, our study focused exclusively

on ECG signal characteristics, excluding other potentially informative patient data such

as demographic details, medical history, and laboratory results, due to database con-

straints. Expanding future models to datasets with comprehensive patient information is

recommended. Finally, our study lacks clinical validation of the explainability results,

a common challenge in CVD prediction models using XAI. Future efforts should aim

to correlate XAI findings with established clinical knowledge to enhance their medical

relevance.

5 Conclusions

This study developed a deep learning (DL) based prediction model for nine arrhyth-

mia classes using 12-lead ECG signals and tested various DL architectures including

ResNet, DenseNet, and VGG16. ResNet34 was identified as the most effective model,

achieving an AUROC of 0.98 and an F1-score of 0.826. A hybrid approach combining

raw ECG signals with Heart Rate Variability (HRV) features was also tested, but it did

not outperform the raw signal model. Additionally, we conducted an explainability anal-

ysis using SHAP within the XAI framework. This analysis pinpointed key ECG leads

and signal segments critical for arrhythmia prediction, enhancing the model’s trans-

parency and potential usability for clinical professionals. The study highlights the sig-

nificance of explainable models in cardiovascular disease (CVD) prediction, promoting

their acceptance in clinical settings due to the clarity of model decisions.
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Abstract. Anomaly detection and fall prevention represent one of the
key research areas within gait analysis for patients suffering from neu-
rological disorders. Deep Learning has penetrated into healthcare appli-
cations, encompassing disease diagnosis and anomaly prediction. Con-
nected wearable medical sensors are emerging due to computationally
expensive machine learning tasks, which traditionally require use of
remote PC or cloud computing. However, to reduce needs for wireless
communication channel throughput, for data processing latency, and
increase service reliability and safety, on device machine learning is gain-
ing attention. This paper presents an innovative approach that lever-
ages one dimensional convolutional neural network (1D-CNN) and long-
short term memory (LSTM) neural network for the real-time detection
of abnormal gait patterns during the step. Real-time anomaly detection
pertains to the algorithm’s ability to promptly detect true gait abnor-
mality occurrence during the swing phase of an ongoing step.

For the experiments, we have collected eight different common gait
anomalies, simulated by 22 persons, using motion sensors containing mul-
tidimensional inertial measurement units (IMUs).

Results have demonstrated that the proposed 1D-CNN-AD algorithm
achieves an average accuracy of 95% and an average F1-score of 88%
for all gait types and can run in true real-time. Average earliness for
1D-CNN-AD algorithm was 0.6 s, which is mid-swing phase of the step.
Proposed LSTM-AD algorithm achieved average accuracy of 87% and
average F1-score of 70% for all gait types.
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1 Introduction

According to the World Health Organisation (WHO) report about one billion
persons are affected by neurological disorders worldwide [3]. Neurological dis-
eases ranging from migraine to stroke, and Alzheimer are the leading causes of
Disability Adjusted Life Years (DALY) loss [7]. For instance, there is a sub-
stantial risk of falling for patients with gait impairments from neurological dis-
eases [23]. It is especially true for patients suffering from neuromuscular diseases,
because high variability and deviations from the optimal gait pattern can be seen
in their gait [13]. Therefore, it is challenging to analyze patients’ gait patterns
in real-time. The gait of a person can be described by a set of parameters such
as: step length, duration of individual step phases, muscle force, etc. [19]. Wear-
able motion sensors, containing multidimensional Inertial Measurement Units
(IMUs), are the most widely used gait assessment devices in recent years for sup-
porting daily activities [25]. For example, motion sensors are used to detect ini-
tial and final contact events of the gait cycle for different persons - healthy, with
stroke, and with other neurological disorders, and select the best algorithms and
sensor placements for correct classification between them [10]. Motion sensors
can be employed to detect activities of daily life, fall events and their directions
[9], to determine rehabilitation progress and analyze gait normalcy index [2,36].
Also such devices can be used to discover environment dependent differences in
gait, which will help with context-aware decisions [29]. Finally, in combination
with Neural Networks (NNs), identify if person has balance disorder [20], to
track rehabilitation progress for broken limbs [4] etc.

It is shown that Functional Electrical Stimulation (FES) can be used to assist
walking and help with fall prevention [12] as well as for generic gait improvements
[17]. Long-term gait deviation analysis and efficient run-time control of FES
devices require automated real-time recognition of gait deviations. Average swing
phase of a step is 300–400 ms long [8], and the time of full contraction of the
muscle using electrical stimulation is 100–200 ms long [5], thus the detection
time of step pattern deviations should be under 100 ms. Considering that the
incoming signal must be processed, a correct decision made, and stimulation
actuation started, a detection time of 50 ms is required since the gait abnormality
has started.

Connected wearable medical sensors are emerging due to computationally
expensive machine learning tasks, which traditionally require use of remote PC
or cloud computing [14]. Nowadays, it is common to offload such data analysis
from wearable sensors to wirelessly connected smartphones [11]. For example,
data processing unit, sensors and muscle stimulator shall be wireless for gait
correction system, i.e. based on Bluetooth or SmartBAN standard. However, to
reduce needs for wireless communication channel throughput, for data processing
latency, and increase service reliability and safety, on device machine learning
is gaining attention [31]. Existing real-time algorithms are used in gait analysis
for identification by gait [15]; detecting of gait events like heel-strike and toe-off
for elderly healthy subjects; stroke patients and patients with Parkinson disease
[35], as well as with other impairments [24,37]; haptic biofeedback devices are
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implemented using inertial measurement units (IMUs), to correct toe-in or toe-
out during walking in real-time [32].

Notably, there are not found state-of-the-art solutions in gait analysis for
real-time anomaly detection of realistic gait deviations during the ongoing step,
caused by neurological diseases.

In our prior research work [27,28] we proposed a base method for real-time
anomaly detection in gait during the ongoing step, with an algorithm based on
Support Vector Machines (SVM), which is one of the most popular algorithms
used in gait analysis. On the other hand, NNs are widely adopted in gait analysis
[30]. They are capable of solving complex tasks in time-series data. Nonetheless,
to the best of our knowledge, there is no research exploiting NNs for real-time
anomaly detection during the ongoing step in gait analysis. In this paper, for the
first time, we leverage Convolutional Neural Network (CNN) and Long Short-
Term Memory NNs for real-time anomaly detection during the ongoing step in
human gait.

The contributions of this work are:

– Estimation of the performance of One Dimensional-Convolutonal Neural
Network-Anomaly Detection algorithm (1D-CNN-AD) and Long Short-Term
Memory Neural Network-Anomaly Detection algorithm (LSTM-AD) on the
collected simulated gait deviation dataset in comparison to the Real-time
tsSVM Anomaly Detection algorithm (RTtsSVM-AD).

– Exploiting hyperparameters for the neural networks to optimize performance
on simulated gait dataset for real-time in-step anomaly detection.

This paper consists of six sections: after the introduction, in Sect. 2 data
acquisition and gait types are described, as well as metrics used for analysis in
addition to presenting the proposed 1D-CNN-AD and LSTM-AD algorithms,
then in Sect. 3 we briefly describe evaluation metrics and the SVM-based algo-
rithm – RTtsSVM-AD, which is continued with experimental setup in Sect. 4;
this is followed by the results and discussion in the Sect. 5 and the paper is
concluded in Sect. 6.

2 Methodology

2.1 Dataset

Data Acquisition. The dataset in our experiments is collected from twenty-two
healthy persons of different genders, ages, heights and weights (Table 1), while
walking in a straight line and simulating abnormalities. Simulations are recre-
ating actual patients’ video recordings of gait deviations in collaboration and
guidance from a professional physiotherapist of Tallinn East Central Hospital.
We have included the most frequent human gait abnormalities, regarding ref-
erence [1]: Ataxic, Diplegic, Hemiplegic, Hyperkinetic, Parkinonian, Slap, Step-
page, and Trendelenburg (lurch). Table 2 shows eight under-study gait types and
the number of collected gait recordings per gait type. Collected data is labeled
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Table 1. Persons’ Information Used in This Study (Mean ± Standard Deviation)

No. of subjects Age (years) Height (cm) Mass (kg)

15 (Male) 32.1 ± 11.1 177.7 ± 5.5 76.8 ± 15.1

7 (Female) 26.3 ± 5.5 169.5 ± 6.2 62.7 ± 8.9

Fig. 1. Example of the typical shape of simulated step of studied gait types in compar-
ison to normal step shape, from the data used in this study. Blue line is normal step
shape and red line is corresponding typical shape for this gait type. On X-axis is time
in seconds and on Y-axis is normalized magnitude of angular velocities of gyroscope.
(Color figure online)

Table 2. Labeled data collected for this study.

Gait type Total number of

recordings for all

persons

Ataxic 32

Diplegic 25

Hemiplegic 17

Hyperkinetic 6

Parkinsonian 29

Slap 8

Steppage 32

Trendelenburg 6
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step-wise, thus all steps are annotated as normal or abnormal. Figure 1 illustrates
the patterns of each gait type in comparison with a normal step.

Such dataset to the best of authors knowledge is first to have combination of
normal and abnormal steps in one dataset. Other datasets are focusing on normal
gait patterns; have only abnormal steps in the dataset; compare separate normal
gait datasets and abnormal gait datasets, etc. [6,18,26,33].

Data Preprocessing. The collected data is in a form of time-series including
a three-axis gyroscope and their calculated magnitude (1).

Mag(X,Y, Z) =
√

X2 + Y2 + Z2, (1)

where X,Y and Z are gyroscope axes data vectors, X = [x0, x1, . . . , xi]
T ,

Y = [y0, y1, . . . , yi]
T and Z = [z0, z1, . . . , zi]

T , sample index i ∈ Z. And the
Mag(X,Y, Z) is the magnitude vector of these axes.

To address future works with embedded devices in regard to data transmis-
sion and data gathering, data is collected into chunks. One chunk contains M
samples for each gyroscope axis. The collected data sample rate is 256Samples/s
in the current study. Collected data is labeled stepwise as “normal” step or
“abnormal” step.

Data Preparation for Real-Time Anomaly Detection. For 1D-CNN-
AD and LSTM-AD algorithms each person’s data is assessed separately. Data
for one gait type is prepared by separating training and validation datasets. One
gait recording is used as a validation dataset in real-time step anomaly detection
estimation, and all other recordings are combined into one training dataset. The
ratio between the training and validation datasets can change depending on the
person, gait type and available gait recordings for particular gait type.

To enable real-time abnormality detection in the swing phase of the ongo-
ing step, training dataset is divided into overlapping sliding windows. Figure 2
depicts how the windowing of the dataset is designed. As it is shown, each win-
dow contains P chunks (i.e., window factor), and each chunk includes M samples
and the overlap is N chunks.

Labeling of the windows is conducted according to the labels of the steps. In
edge cases, where one step is ending and new step is begging, label is assigned by
the proportion of samples of abnormal steps in the window. If this proportion is
less than abnormality proportion threshold then the window is labeled as normal,
if more, then it is labeled as abnormal.

One of the key advantages of the sliding windows for this study is indepen-
dence of the anomaly detection algorithms from gait phases.

As a part of hyperparameters optimization, hyperparameters, which affect
sizes, overlaps and labels of the sliding windows are investigated. These
hyperparameters are a) chunk duration – time in milliseconds, where num-
ber of samples M in one chunk is calculated from chunk duration as
M = round(Chunk duration ∗ Sample rate); b) window factor P – deter-
mines window size and is proportional to P chunks; c) Abnormality proportion
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threshold – fraction of the window, which should contain abnormal samples, to
consider the label of the window to be abnormal.

New samples

from the chunk

...

S
te

p
 e

n
d

Flowing data ...

to "in-step

anomaly

detector"

Collect window from chunks' data

S
te

p
 s

ta
rt

Fig. 2. Windowing of the data for training and for real-time anomaly detection per-
formance estimation. Ongoing gait data is incoming as flowing data, which is split
into chunks. From these chunks sliding windows are collected and used in real-time
in-step anomaly detector. Step start can be misaligned with sliding window. Chunks
are aligned with the sliding windows If abnormality is detected during the chunk C0,
then earliness is time between step start and end of the chunk C0.

2.2 Proposed Neural Networks

One Dimensional-Convolutonal Neural Network-Anomaly Detec-

tion Algorithm. The hypothesis of the 1D-CNN-AD algorithm is following: if
real-time gait data could be collected in the form of sliding windows, and neural
network could be trained on the dataset using same form of sliding windows
with known labels, then it is possible to detect abnormalities in gait during the
ongoing step.

The CNN in this study consists of two 1D convolutional layers, max pooling
layer, and two fully-connected (dense) layers to provide a binary classification.
The 1D-CNN-AD algorithm has the following hyperparameters: i) number of
filters; ii) kernel size; iii) batch size; iv) and number of epochs. These hyperpa-
rameters would be optimized in this study to achieve the best performance for
1D-CNN-AD algorithm.

In the explorations, the CNN is initialized with a fixed seed of parameters
(i.e., weights and bias). The neural network is trained on training dataset with
Adam optimizer and cross-entropy loss function. Moreover, a 20% dropout is
also considered between the convolutional layer and dense layers.



266 J. Rostovski et al.

Long Short-Term Memory Neural Network-Anomaly Detection Algo-

rithm. Hypothesis of the LSTM-AD algorithm is identical to the hypothesis of
the 1D-CNN-AD algorithm.

The LSTM-AD algorithm in this work consists of one layer of LSTM followed
by two fully-connected (dense) layers to provide a classification probability. The
number of cells in the LSTM layer is equal to the number of neurons in the
first dense layer. The LSTM-AD algorithm has the following hyperparameters:
i) number of LSTM cells; ii) batch size; iii) and number of epochs. These hyper-
parameters would be optimized in this study to achieve the best performance
for LSTM-AD algorithm.

In the explorations, the LSTM is initialized with a fixed seed of parameters
(i.e., weights and bias). The LSTM-AD algorithm is trained on training dataset
with Adam optimizer and cross-entropy loss function.

2.3 Anomaly Detection

To estimate performance of the real-time anomaly detection of the algorithms,
validation dataset is processed in online-fashion. It means, that data is arriving
sample by sample. Each sample is collected into chunks. Chunks are collected
into windows, as was described in the Sect. 2.1. Algorithms return anomalous
class probability for each window, which is collected to the buffer. After the
real-time estimation, collected probabilities are analyzed. Different thresholds for
anomalous class probability are estimated to achieve best results. This results in
the binary classification. These classification results are compared to the labels
of the validation dataset, resulting in confusion matrix. Accuracy and F1 score
are calculated from confusion matrix.

3 Baseline and Evaluation

3.1 Real-time tsSVM Anomaly Detection Algorithm

RTtsSVM-AD algorithm is based on a tslearn [34] Python library. Optimization
of hyperparameters is done by dividing training data into two datasets: training
and testing with ratio of 70%:30%. Trained classifier with best results for test
dataset is used in real-time performance estimation. Model step is calculated as
normal step ensemble average from test dataset, which consist of normal steps
that have been classified correctly.

The hypothesis of the algorithm is following: if full time-series step pattern
could be collected in real-time by combining the average normal step from train-
ing phase with the ongoing step data, then anomaly could be detected during
the swing phase of the ongoing step by the RTtsSVM-AD algorithm.

We have adopted the RTtsSVM-AD algorithm in our prior work [28] as a
baseline for comparing the results of the proposed 1D-CNN-AD and LSTM-
AD algorithms in this paper.

Brief overview of the algorithm. Data is collected chunk wise, when step
start is detected. Step start and end events are detected if the step detection
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threshold crosses 20% of the gyroscope magnitude range. Hyperparameter γ
is optimized on training and testing datasets. This hyperparameter is used by
the global alignment kernel (GAK), where γ is the hyperparameter controlling
soft dynamic time warping (softDTW) smoothness [34]. Multiple classifiers with
different values of γ could have same performance. Average normal step is created
from correctly classified normal steps from training dataset. In real-time in-step
gait anomaly detection performance estimation, if step start is detected, data
is collected into a chunk. This chunk is replacing corresponding chunk in the
model step. Such chunkwise replacement converts regular time-series SVM into
the real-time anomaly detection algorithm.

3.2 Evaluation Metrics

For evaluation, several metrics are exploited: Accuracy, F1-score, earliness, and
real-time factor (RTF). Earliness in this paper is defined as – time between the
beginning of a step and the moment in time when anomaly is detected in this
step. The minimal achievable earliness naturally depends on the gait deviation
type. Such a measure has been introduced, because the concrete moment when
anomaly starts to occur can fluctuate, depending on a gait type.

3.3 Score and Alarm

For estimation of the performance of the algorithms, anomalous class probabil-
ity is collected from the classifier. Binary decision is performed later in post-
processing of the results. Score is the resulting anomalous class probability. For
RTtsSVM-AD algorithm Score is average score from used classifiers in estima-
tion, because multiple classifiers could be used simultaneously. Score is compared
with the selected threshold, giving alarm signal in (2), finalizing the anomaly
detection.

Alarm =

{

1, if S > threshold

0, if S ≤ threshold
(2)

If Alarm is triggered, then earliness is the time duration from the beginning
of the step to the current moment in time.

4 Experimental Setup

For 1D-CNN-AD and LSTM-AD algorithms, the considered hyperparameters
are presented in the Table 3 and Table 4.

For the RTtsSVM-AD algorithm parameters used in this work are as follows:
a) one chunk is M = 12 samples; b) predefined γ values are in the range from
100 to 1000 with an increase of 100 and in the range from 5 to 100 with an
increase of 10; c) the step detection threshold is 200◦/s.

All training and validation experiments are implemented in Python 3.10.13,
tslearn 0.6.2, and TensorFlow 2.9.1 and performed on a prebuilt HP computer
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Table 3. Global hyperparameters for 1D-CNN-AD and LSTM-AD algorithms

Hyperparameter Values

Window factor (P) 6 to 10. Default 8

Chunk size 25 ms to 100 ms. Default 50 ms

Samples in a chunk (M) 6 to 25. Default 12

Sliding window overlap (N) 1

Abnormality proportion threshold 50% to 90%. Default 70%

Batch size 2n where n is from 3 to 8. Default n is 5

Number of epochs in training 1 to 30. Default 20

Table 4. Algorithm-Specific Hyperparameters

Algorithm Specific Hyperparameters

LSTM-AD Number of LSTM cells: 20, 25, 30. Default: 25

1D-CNN-AD Number of filters in convolutional layer:
2n where n is from 3 to 8. Default n is 6
Kernel size in convolutional layer: 2, 3, 5, 7, 9, 11.
Default 5
Dense layer with 100 neurons

with Intel Core i7 and 16Gb of DDR4 memory. We conducted CPU experiments
to model the execution on the embedded devices in future works.

5 Experimental Results and Discussion

Results for the 1D-CNN-AD, LSTM-AD and RTtsSVM-AD algorithms are pre-
sented in this section.

5.1 Optimization of 1D-CNN-AD and LSTM-AD Algorithms

Hyperparameters

In this paper, optimization is performed by one parameter at a time, while the
other parameters are set to their default values.

Chunk Length. The first hyperparameter to consider is the length of the chunk.
Table 5 shows the best mean F1 scores with corresponding chunk sizes. It is
observed that the best results are achieved with chunk sizes of 75 and 100 ms for
all gait types for LSTM-AD and most of the gait types for 1D-CNN-AD. Chunk
size of 40 and 50 ms performed better for Steppage, and Trendelenburg gait
types for 1D-CNN-AD algorithm. Despite the better performance with longer
chunks for some gait types, chunk size is set to 50 ms, with consideration of fast
anomaly detection. Larger chunk sizes would lead to slow anomaly detection.
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Table 5. Best mean F1 scores for different chunk sizes (CS)

Gait type LSTM-AD 1D-CNN-AD

F1 CS, ms F1 CS, ms

Ataxic 62.63% 100 79.28% 75

Diplegic 72.36% 100 87.49% 100

Hemiplegic 81.03% 100 83.52% 75

Hyperkinetic 75.95% 100 96.3% 75

Parkinsonian 75.24% 100 84.65% 100

Slap 57.45% 75 78.7% 75

Steppage 75.09% 100 84.17% 40

Trendelenburg 59.65% 75 81.3% 50

Window Factor and Abnormality Proportion. These hyperparameters
should be considered in correlation with each other because both of them change
the number of samples in the window, which can change the final label of the
window. Table 6 presents the best mean F1 scores for combination of window fac-
tor and abnormality proportion. It could be seen, that 1D-CNN-AD algorithm is
performing best with shorter windows for most of the gait types, whereas LSTM-
AD algorithm is performing best with longer windows for most of the gait types.
In terms of abnormality proportion threshold, for most of the gait types for
both 1D-CNN-AD and LSTM-AD algorithms higher threshold is needed. Only
for Hyperkinetic and Steppage gait types it was 70% for LSTM-AD and 60%
for 1D-CNN-AD algorithms respectively. It means, that for Hyperkinetic and
Steppage gait types edge cases are important for correct anomaly detection.
Thus, in general, most of the windows should contain mostly abnormal sam-
ples to be labeled abnormal for best performance. With the default settings for
other parameters, 1D-CNN-AD algorithm achieves mean F1 scores of 96.3% for
Hyperkinetic gait type. On the other hand, LSTM-AD algorithm achieves best
mean F1 score of 73.78% for Hemiplegic gait type.

Diplegic and Hyperkinetic gait types have anomalies in the middle and end
of the step, thus short windows should be best suited for them to detect abnor-
mality early, as can be seen in 1D-CNN-AD algorithm results. Both Ataxic and
Parkinsonian gait types have multiple abnormal steps in a row, which can be
similar to normal steps, thus requiring well defined long abnormal windows dur-
ing the training phase. Slap gait is usually characterized by the sharp short peak
at the end of the step, whereas the rest of the step can be similar to normal, thus
making it more critical to have a correct classification in edge cases. Steppage
gait type have different amplitudes from the normal step for its peaks when the
knee is raised up to compensate for lack of movement in the forefoot. Hemi-
plegic gait type can be similar to a normal gait, which makes it more difficult to
differentiate from normal steps which require well-defined shorter windows.
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Table 6. Best mean F1 scores for different window factor (WF) and abnormality
proportion threshold (AP)

Gait type LSTM-AD 1D-CNN-AD

F1 WF AP F1 WF AP

Ataxic 58.16% 9 90% 78% 10 90%

Diplegic 58.31% 8 90% 82.81% 7 80%

Hemiplegic 73.78% 10 90% 84.03% 6 90%

Hyperkinetic 69.05% 10 70% 95.15% 7 90%

Parkinsonian 63.25% 9 90% 84.38% 10 80%

Slap 62.55% 8 80% 86.9% 6 80%

Steppage 64.83% 10 80% 88.39% 6 60%

Trendelenburg 64.75% 10 80% 83.75% 6 90%

Number of Filters and Kernel Size in the Convolutional Layer for 1D-

CNN-AD Algorithm and Number of LSTM Cells for LSTM-AD Algo-

rithm. As presented in Table 7, the best scores for 1D-CNN-AD algorithm are
generally achieved with a higher number of filters of 128 and 256, except for
Diplegic gait type with 32 filters. This means that extracting more features from
the data improves the performance of the 1D-CNN-AD algorithm demonstrat-
ing the complexity of the human gait. For Diplegic gait type a smaller network
is best suited, meaning that extracting too many features can confuse the 1D-
CNN-AD algorithm, because the shapes of the abnormal steps for them are more
defined than the ones in other gait types.

Best performance is achieved for 1D-CNN-AD algorithm with medium kernel
size of 7 except for Hyperkinetic and Steppage gait types with a kernel size of
11 and for Parkinsonian and Trendelenburg gait types with kernel size of 9.
For Hyperkinetic, Steppage, Parkinsonian and Trendelenburg gait types bigger
kernel size is needed to neglect the variance between individual abnormal steps
in the data.

For LSTM-AD algorithm larger number of LSTM cells results in a better
performance, due to the complexity of the gait signal. For Ataxic, Diplegic and
Slap gait types algorithm performs best with 25 cells showing, that they have
simpler shapes, compared to other gait types. For Parkinsonian gait type the best
performance was with 20 cells, meaning, that this gait type, has more pronoun
shape, compared to other gait types.

Batch Size and Number of Epochs in Training. As presented in Table 8,
the best scores are generally achieved with a bigger batch size of 128 and 256,
except for Trendelenburg gait type with a size of 32 for 1D-CNN-AD algorithm,
and Slap and Trendelenburg gait types with size of 16 and 64 respectively for
LSTM-AD algorithm. This means, that a more accurate training gradient of the
neural network is needed for these gait types.
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Table 7. Best mean F1 scores for different numbers of LSTM cells (#C) and 1D-CNN
kernel size (KS) and number of filters (#F)

Gait type LSTM-AD 1D-CNN-AD

F1 #C F1 KS F1 #F

Ataxic 52.4% 25 75.31% 7 75.04% 128

Diplegic 56% 25 81.67% 7 80.3% 32

Hemiplegic 61.37% 30 82.3% 7 87.87% 256

Hyperkinetic 69.5% 30 92.45% 11 86.7% 128

Parkinsonian 57.49% 20 85.45% 9 87.74% 128

Slap 56.95% 25 87.1% 7 81.8% 256

Steppage 60.17% 30 85.23% 11 87.43% 256

Trendelenburg 59.85% 30 83.05% 9 81.75% 128

Table 8. Best mean F1 scores for different batch size (B) and number of epochs (#E)

Gait type LSTM-AD 1D-CNN-AD

F1 B F1 #E F1 B F1 #E

Ataxic 56.11% 128 55.95% 5 77.52% 256 78.95% 3

Diplegic 68.77% 256 71.06% 5 85.92% 256 89.33% 5

Hemiplegic 77.08% 256 81.32% 2 85.08% 256 85.45% 4

Hyperkinetic 60.7% 256 73.2% 2 92.45% 256 98.1% 5

Parkinsonian 68.43% 256 66.38% 4 86.81% 256 88.36% 2

Slap 59.8% 16 55.8% 10 83.9% 256 90.8% 4

Steppage 64.89% 128 67.8% 5 87.7% 256 88.1% 2

Trendelenburg 55.4% 64 57.05% 10 81.3% 32 81.3% 20

In terms of the amount of training required by the algorithms, it is clear, that
more than 5 epochs could lead to overfitting, thus reducing classification quality
in this study. Only LSTM-AD algorithm performed better with 10 epochs for
Slap and Trendelenburg gait types, and 1D-CNN-AD algorithm performed bet-
ter with 20 epochs for Trendelenburg gait type. This could be due to similarities
between normal step and typical step shape for Trendelenburg gait type, thus
needing more time to properly fit the network. Considering the overall perfor-
mance of 55.8% for Slap gait type for LSTM-AD algorithm in epoch optimiza-
tion, algorithm struggled with this gait type. Training dataset usually contains
around 5000 windows, thus every epoch has around 39 iterations with batch size
of 128. Normal and abnormal steps have mostly consistent shapes in one gait
type. Thus, smaller number of epochs can fit such data better. Larger number
of epochs could lead to lower performance due to overfitting of the training data
and would trigger anomaly detection while classifying unknown data. Therefore,
better results are generally achieved with 2 to 5 epochs.
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Fig. 3. Distribution of accuracy across different algorithms for all persons for different
gait types. On y-axis is accuracy in percents or time in seconds, on x-axis are different
gait types.

Fig. 4. Distribution of F1 scores across different algorithms for all persons for different
gait types. On y-axis is F1 score in percents, on x-axis are different gait types.
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Fig. 5. Distribution of Earliness across different algorithms for all persons for different
gait types. On y-axis is time in seconds, on x-axis are different gait types.

Comparison of Algorithms. In Fig. 3 and Fig. 4 could be seen, that both 1D-
CNN-AD and LSTM-AD algorithms are outperforming the RTtsSVM-AD base
comparison algorithm. The best scores for all gait types are achieved by 1D-CNN-
AD algorithm with an average accuracy of 95% and average F1-score of 88%.
LSTM-AD algorithm achieved an average accuracy of 87% and average F1-score
of 70%. Best results for 1D-CNN-AD algorithm are for Hyperkinetic and Slap
gait types with F1 scores of 98.1 ± 2.7% and 90.8 ± 9.3% respectively. It could
be observed that for Ataxic, Hemiplegic, Slap, Steppage, and Trendelenburg gait
types there are some deviations in results from person to person, that could be
improved with additional optimization. Best result for LSTM-AD algorithm is
achieved for Hemiplegic gait type with average F1 score of 81.32± 9.96%. 1D-
CNN-AD algorithm is achieving accuracies over 92.6% for all gait types and F1
scores of over 83% for all gait types, except for Ataxic gait type with F1 score
of 78.95 ± 15.43%. LSTM-AD algorithm achieved accuracies over 78.3% for all
gait types with F1 scores of 71.06 ± 12.47%, 73.2 ± 22.77% and 79.61 ± 14.92%
for Diplegic, Hyperkinetic and Steppage gait types respectively. Lowest F1 score
of 60.24 ± 18.65% is achieved for Ataxic gait type.

Time of detection is relevant, when classification accuracy is high. Typical
normal step length in this study is ranging from 1 to 1.2 s depending on the
person, whereas abnormal step duration ranges from 1 to 1.7 s, depending on the
person and gait type. Mid-swing phase of the step is starting at around 0.2–0.4 s
from the step beginning. Therefore, for the earliness metric depicted in Fig. 5, it
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could be observed that for most gait types the earliness is less than one second.
For Steppage gait type the most common earliness measure is around 0.6 s for
RTtsSVM-AD and LSTM-AD algorithms and 0.2 s for 1D-CNN-AD algorithm
which is in the middle or at the beginning of a step. For other gait types it could
be observed that detection was mainly in the middle of a step, which shows, that
algorithms can detect anomalies early, during the mid-swing phase of a step. For
some gait types RTtsSVM-AD and LSTM-AD are detecting abnormality earlier
than 1D-CNN-AD, but in combination with quality of prediction, 1D-CNN-AD is
outperforming other presented algorithms.

Table 9. Average real-time factor for all algorithms

Algorithm RTF

1D-CNN-AD 0.09 ± 0.03

LSTM-AD 1 ± 0.07

RTtsSVM-AD 9.13 ± 6.54

In Table 9, it can be observed that the main issue of RTtsSVM-AD algorithm
is computational real-time factor. It means that for every second of incoming
data, it takes 9.13± 6.54 s to classify it, which is 3 to 15 times longer than the
amount of collected data in real-time. The main reason for this is the usage of
prediction probability in tslearn classifier, which uses an expensive 5-fold cross-
validation method to calculate probability. Using regular class prediction is not
possible due to inaccurate results from the classifier, as it outputs only zero
or one as class identification, drastically reducing classification quality. LSTM-
AD algorithm is performing classification in near real-time but not faster than
it, because recurrent operations of the algorithm are computationally expensive.
Thus, 1D-CNN-AD algorithm is most suitable for real-time applications, for
example, to operate in real-time on a real gait assistive device.

This work have several limitations: a) Simulated gait deviation could differ
from the real patient’s gait with neurological disorders. However, the main goal
in this study is to classify the step as normal or abnormal during the mid-swing
phase of the step. If patient’s normal step pattern after the rehabilitation is
sufficiently different from the patient’s abnormal step pattern (i.e. because of
fatigue or other reasons), then algorithms will be able to detect gait abnormali-
ties during the mid-swing phase of the step as they are able to detect them in this
study with simulated gait. Also, as it was stated in the Sect. 2.1: simulations are
recreating actual patients’ video recordings of gait deviations in collaboration
and guidance from a professional physiotherapist of Tallinn East Central Hospi-
tal. Thus, such simulated gait types are representing real gait types as close as
possible. b) Neural networks in this study are not aware of the gait phase, thus
multiple alarms could be triggered during one abnormal step, thus they would be
optimized further. Cross-correlation of different hyperparameters could improve
classification performance and would be studied in future work.
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6 Conclusion

Proposed in this study real-time in-step anomaly detection algorithms are at the
very beginning of the research towards context aware assistive devices, which will
help to improve gait quality and reduce falling risk for patients suffering from
neurological disorders.

Results of this study shows that 1D-CNN-AD algorithm is suitable for real-
time anomaly detection in realistic gait deviations during the ongoing step with
average earliness of 0.4 s. An average accuracy of 95% and average F1 score of
88% across different studied gait types is achieved for 1D-CNN-AD algorithm,
with best F1 score of 98.1 ± 2.7% for Hyperkinetic gait type. Benefits of this
algorithm are, that it is not dependent on gait phases, resistant to the non-
optimal hyperparameters and can run in real-time. Second proposed LSTM-
AD algorithm achieved average accuracy of 87% and average F1-score of 70%
across different studied gait types and best result is achieved for Hemiplegic gait
type with F1 score of 81.3 ± 9.96%.

Future gait correction systems and assistive devices will benefit from context
awareness in a form of real-time anomaly detection algorithms, leading to more
tailored approach for patients suffering from neurological disorders. This will help
them to maintain better gait quality, which they obtained after rehabilitation,
giving higher chance to continue daily living activities without major restrictions.
Main benefit of context aware assistive devices compared to regular assistive
devices would be less muscle fatigue from using it. Considering, that FES is used
in current assistive devices [16,21,22], where electrical stimulation is given every
step, context aware FES would be used only, when step deviation is detected
and stimulation is necessary.

Future work will be focusing on further optimization of the presented algo-
rithms, in-step abnormality estimation with more persons and real-time in-step
abnormality detection tests with embedded devices running proposed in this
study algorithms.
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Abstract. As people live longer, the incidence and severity of health prob-

lems increases, placing strain on healthcare systems. There is an urgent need

for resource-wise approaches to healthcare. We present a system built using

open-source tools that allows health and functional capacity data to be collected

remotely. The app records performance on functional tests using the phone’s built-

in camera and provides users with immediate feedback. Pose estimation is used

to detect the user in the video. The x, y coordinates of key body landmarks are

then used to compute further metrics such as joint angles and repetition durations.

In a proof-of-concept study, we collected data from 13 patients who had recently

undergone knee ligament or knee replacement surgery. Patients performed the sit-

to-stand test twice, with an average difference in test duration of 1.12 s (range:

1.16–3.2 s). Y-coordinate locations allowed us to automatically identify repetition

start and end times, while x, y coordinates were used to compute joint angles, a

common rehabilitation outcome variable. Mean difference in repetition duration

was 0.1 s (range: −0.4–0.4 s) between trials 1 and 2. Bland-Altman plots con-

firmed general test-retest consistency within participants. We present a mobile app

that enables functional tests to be performed remotely and without supervision.

We also demonstrate real-world feasibility, including the ability to automate the

entire process, from testing to analysis and the provision of real-time feedback.

This approach is scalable, and could form part of national health strategies, allow-

ing healthcare providers to minimise the need for in-person appointments whilst

yielding cost savings.

Keywords: Computer Vision · Remote Rehabilitation · Mobile Health App

1 Introduction

The global population continues to grow, and with advances in living standards, life

expectancy has gradually increased in most nations over recent decades. As people live

longer, the incidence and severity of health problems increases, placing strain on national

health systems. There is an urgent need for resource-wise approaches to healthcare that

free up medical staff to focus on life-threatening cases, whilst also minimising wait
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times for patients with less critical needs. The recent COVID pandemic also highlights

the need for remote solutions that reduce the need to get in-person access to a healthcare

professional [1].

Recent advances in technology, particularly in the field of AI, have made the prospect

of remote healthcare solutions feasible. For example, it is now possible to monitor heart

rate dynamics, blood pressure and sleep behaviour via smartphone applications [2, 3].

However, these applications tend to be fragmentary and narrow in scope, focusing on a

single variable or function, and thus only giving a limited window into a person’s health

status. Moreover, existing solutions are almost always proprietary, making it difficult to

scale up their use or add new functionality.

Open-source tools would give healthcare providers more opportunities to monitor

patient function, whilst also giving patients more freedom and flexibility, by allowing

new tools and functionality to be developed based on patient needs. Moreover, in line

with the recent rise in citizen science applications [4], mobile apps enable healthcare

interventions to reach more people, including those in poorer or more remote regions.

This in turn allows data to be collected from larger and more diverse populations. The

aims of this paper are: 1) to present a system built using open-source tools that allows

health and functional capacity data to be collected remotely with minimal user input, and

that also provides patients with immediate test feedback. 2) To demonstrate a practical

use case of this approach in a hospital setting.

State-of-the-Art. Several studies have presented methods for remote testing of func-

tional performance in different clinical groups. For example, Brooks [5] developed a

self-administered 6-min walking test mobile application (SA-6MWTapp) for indepen-

dent use at home, and Hwang [6] did similar work using video conferencing to supervise

the tests. Boswell [7] created a smartphone app to examine sit-to-stand test performance

remotely. As well as the sit-to-stand test, the timed up and go test and step tests can be

performed at home by patients with chronic respiratory disease [8–10]. Netz [11] used

smartphone accelerometer data to remotely examine balance, strength and flexibility.

Hellsten [12] summarised the potential of markerless AI algorithms for remote monitor-

ing, and these applications have proliferated in recent years [13–15]. However, existing

applications for remote testing often focus on a single task, limiting their practical value

as monitoring tools. Moreover, data are typically post-processed, so participants may

not receive performance feedback, and interactive applications (e.g. gamification) are

not possible.

2 Methods

We have developed a smartphone app that records individuals performing various func-

tional tests using the phone’s built-in camera and provides users with immediate feed-

back. The app currently offers the following functionality: individual sign-in using a

QR code; access to different research projects via the app home screen; the ability to

perform functional exercise tests fully remotely, and to receive instant feedback about

performance. Here we first describe the technical implementation of the app, and then

report results from a study performed in a clinical setting.
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2.1 Approach

The first key step is to detect a person from a video automatically and in real-time. This

can be achieved using a number of existing open-source pose estimation algorithms

such as OpenPose [16]. Since we require real-time tracking on current smartphones, we

instead use MoveNet [17], which runs with reasonable accuracy in real-time (3–6 Hz;

see below). The algorithm detects x, y coordinates of key body landmarks in an image,

and the coordinates are used to compute further metrics such as joint angles, distances,

rep times/durations etc.

2.2 Technical Details

A schematic of how the app works is shown in Fig. 1. The mobile app is interfaced with

open-source software developed at the University of Jyväskylä called Vasara, which is

a Hyperautomation platform. From the user’s perspective, a test session begins when

the user scans a QR code using the phone’s camera (QR codes can be supplied to study

participants by email, for example). After scanning the code, the user enters some basic

demographic data such as their age and body mass, and can then proceed to performing

a functional test. In the schematic shown in Fig. 1, there are 2 different tests, but in

theory we can add as many as desired. When a test is selected, the user is first presented

with an instructional video demonstrating how the test is done. After this, they are given

audible instructions via the app, for example “take a seat within view of the camera”.

Pose estimation is used to check that all body keypoints that need to be visualized are in

view before the test can start. If, for example, part of the participant’s body is obscured

or outside of the camera view, the user is instructed to move forward/backward etc. Once

the test is initiated, pose estimation detects the key body landmarks (see right side of

Fig. 1), and the x, y coordinates of these points are saved in JSON format. Once the

test is finished, the video is deleted immediately, thereby minimising the potential for

applicants to be identifiable from the data, as well as minimising the data footprint of

the app.

2.3 Use Case – Functional Testing of Patients After Knee Surgery

In this proof-of-concept study, we collected data from patients who had recently under-

gone knee ligament reconstruction or knee replacement surgery (n = 13). As part of their

regular appointment with a physiotherapist, patients were offered the opportunity to par-

ticipate in this study, which involved performing brief functional tests, and repeating

each test after a short rest period.

In this study we used the sit-to-stand test as an example. The sit-to-stand test involves

the functional movement of rising from a seated position and then sitting again, which

is repeated several times. The test is often used as a proxy measure of lower limb muscle

strength [18] and is suitable for a wide range of populations, including hip and knee

osteoarthritis, and adults of different ages [19]. The test is also well suited to remote

applications because it is quick and easy to administer and interpret, whilst requiring

minimal equipment and space. Importantly, there is also no need to calibrate the camera

since output variables are based on angles rather than distances.
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Fig. 1. Schematic of the mobile application. The screenshot to the right is taken from the actual

app and shows the detected body landmarks overlaid on the participant in real-time.

Patients who agreed to participate provided written informed consent before testing.

For the sit-to-stand test, participants were advised (via the app) to start the test by sitting

in the chair. Once they were seated within view of the camera, the following instruction

was: “when you are ready to start, raise your hand”. This motion was detected with

pose estimation, and a countdown (5 to 1) was initiated. Participants were instructed to

perform 5 sit-to-stand repetitions to complete the test. Upon completion, the maximum

knee joint angle and test time were displayed on the screen. In this study, each participant

repeated the test approximately 2 min after the first test, but in theory, tests can be repeated

at any interval, for example as part of a long-term intervention protocol performed over

several months or even years.

3 Results and Interpretation

The average time difference between the duration of the first and second trials- i.e.

the time taken to perform 5 sit-to-stand repetitions- was 1.12 s (range: 1.16–3.2 s).

Figure 2A shows examples of y-coordinate trajectories for the right hip during the

test for 4 different participants. Most participants performed the movement with high

repeatability, although some performed one test clearly faster than the other, likely due

to the learning effect associated with an unfamiliar task. The y-coordinates of the key

body parts can be used for simple analyses such as identifying the start and end of each

rep, or the maximum/minimum height of a body part (e.g. using peak finding or gradient-

based techniques), as shown in Fig. 2B. By combining x, y coordinate data with simple
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mathematics, we can also compute joint angles (Fig. 2C), which are a common outcome

variable in rehabilitation and sports movement analysis. Similarly, by differentiating

over time, limb velocities can be computed, which could be useful for biofeedback

applications where patients are given a target movement profile to follow.

Fig. 2. A: Example of test-retest results from four different participants. Each panel shows the y-

coordinate trajectories over time for the right hip, one panel per participant. B: Using peak detection

to identify the transitions between ascending and descending motion. C: The corresponding hip

joint angle based on the data in B.

As the segregation of individual repetitions within a trial can be automated, it is also

easily possible to perform repetition-level analyses. For example, the mean difference in

repetition duration- i.e. the time taken to stand up fully and return to the seated position

once- was 0.1 s (range: −0.4–0.4 s) between trials 1 and 2. Data for all repetitions by

all participants are compared in the Bland-Altman plot [20] in Fig. 3.

From this figure it is clear that the majority of datapoints fall within the limits of

agreement, demonstrating general consistency within participants, i.e. between trials 1

and 2. Although not performed here, the analysis can be further enhanced by comparing

the duration of the ascending and descending phases of a repetition, which can give

important information about muscle function.
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Fig. 3. Bland-Altman plot comparing the individual repetition durations between trials 1 and 2

for all participants. The dotted red line denotes the mean difference between trials 1 and 2 (bias),

and the dashed black lines indicate the limits of agreement.

4 Discussion and Future Perspectives

Around 85% of the global population owns a smartphone, which are typically equipped

with a camera and movement sensors. Phone literacy is also extremely high and improv-

ing continually, including among older adults [21] and in poorer countries [22]. Thus,

smartphones have huge potential as health monitoring tools in large populations, enabling

the remote completion of functional tests from anywhere. We present a mobile app that

enables functional tests to be performed remotely and without supervision. We also

present real-world evidence of the feasibility of this approach, including the ability to

automate the entire process, from testing to analysis and the provision of real-time feed-

back. Using computer vision to detect people in images, we can quantify movement

metrics such as the time taken to complete a task, joint angles, or limb velocities, with

levels of accuracy that generally match those of a human physiotherapist [13, 14]. Our

mobile app is also sufficiently user-friendly to be used in a real clinical environment by

patients and/or medical staff.

A limitation of our approach is that only angle and repetition-related metrics can eas-

ily be extracted. In clinical settings it is often also desirable to compute distances during a

test (e.g. maximum distance between left and right ankles). Such metrics require camera

calibration, introducing possible scaling errors [14]. Nonetheless, our approach offers

several advantages. We have tested our app on 4 different smartphones and as the under-

lying pose estimation algorithms are quite robust to image quality and resolution, the

main performance difference between phones is inference speed, which ranged between

10–30 frames per second, which is satisfactory for clinical applications. We also min-

imise the risk of GDPR issues as our app performs real-time, on-device analysis and
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then discards the video, thus also minimising data storage needs. In future work we will

expand the app’s functionality in several ways. Most importantly, we will develop strong

protocols for handling sensitive data. We will also add more functional tests (e.g. range

of motion, balance) and tailor the specific feedback that is given to users immediately

after each test. Moreover, we will include the ability to administer e-questionnaires, with

the option of completing the forms in writing or by recording spoken responses, which

will then be transcribed using large language models.

The approach presented here could be used as a tool to implement follow-up research

protocols, such as rehabilitation, training interventions, or monitoring of at-risk groups.

Taking a citizen science approach will help to grow our datasets, and in turn could enable

new applications in the future such as predictive modelling. By allowing patients to give

consent dynamically, we can also facilitate biobank type applications, which could allow

longitudinal profiles of individuals to be built up. Finally, this approach is scalable, and

could form part of national health strategies, allowing healthcare providers to minimise

the need for in-person appointments, and freeing up medical staff for other tasks. This

could in turn lead to significant cost savings for healthcare providers.

The infrastructure on which our app is built is highly customisable. We recently

used the core components of the app and added new functionality to produce an entirely

different application that allows users to record the sound of birdsong outdoors. The

soundtrack is then fed to an AI algorithm trained to detect different species. To date,

this app has attracted over 140,000 users, who have collectively submitted over 3 mil-

lion recordings. In ongoing work funded by the Jane and Aatos Erkko Foundation, we

are developing several more mobile citizen science applications that span numerous

domains, including human-nature interaction and learning difficulties in children. By

developing open-source tools, we aim to increase the broad participation of regular

citizens in scientific research.
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Abstract. Digital transformation and digitalisation are rapidly affecting the soci-

ety. The gradually increasing applications of different types of AI into solutions and

services are welcome, but there are associated risks. These include, for example,

within human aspects of care undermining fundamental rights, ethical consider-

ations, sustainability, and policies and regulations. This change permeates every

societal level, but it is especially evident in the healthcare sector due to the age-

ing population and shortage of professionals. This situation also places pressure

on the development of competencies among healthcare professionals. A human-

centered approach in design and design methods can promote the development of

AI-based solutions in transdisciplinary and cross-disciplinary processes encom-

passing numerous stakeholders, scientific orientations, and perspectives. There is

a need for research and evaluation of Human-Centered Design (HCD) processes

and design methods to develop and gain more insights for future development.

This study was conducted as research through design. It aimed to elucidate

the application and insights gained from the adopted Service design process for

AI-enabled services and HCD approach while developing AI-empowered solu-

tion, Voima-chatbot. One of this research’s main conclusions and realization is

the shift from purely HCD towards Life-Centered design of AI-enabled solutions

with a human-in-the-loop. In addition, this project increased the understanding of

the deep importance of having a transdisciplinary dialogue with developers dur-

ing the process of developing digital well-being devices and combining different

professional competencies to achieve the best working solutions.

Keywords: Human-centered design · AI-enabled solution · Transdisciplinary ·

Design process · Healthcare · eHealth

1 Introduction

In Europe, the working conditions in healthcare are undergoing major changes as digital

transformation extends more and more widely to different job descriptions. The use of

mobile technologies, telemedicine and other digital tools intended to support clinical
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decisions has improved health workers’ performance and mental health, as well as their

competencies [1]. Digitalisation also requires new ethical reflection skills from health-

care professionals to understand factors of guiding and promoting ethical approaches

[2]. There is an urgent need for effective digital tools and technologies and an unprece-

dented rush to implement eHealth services, including telemedicine consultation and

digital contact tracing, in countries across the WHO Region. Strategic alignments are

made to support this change [1, 3]. The need for digitalisation is due to the ageing of

the population in Europe [4], the shortage of healthcare professionals in all occupational

groups [5, 6] and the aftermath of the COVID-19 pandemic [1]. Different kinds of AI

applications are predicted to have a growing role in healthcare and wellbeing devices

and services [7]. The recent European Artificial Intelligence Act is going to change the

use of AI within the EU region in the upcoming years [8].

The maturity of healthcare information management varies from country to country.

Also, citizens’ skills in the use of digital technology vary in different countries. In

Finland, almost 80% of adult age of citizens have at least a low level of digital skills [7].

There is also variation in digitalisation and informatics skills in different countries

and between professions. The introduction and smooth use of new technology require

expertise from the individual, but the maturity level of digitalisation in society and

organizations is also important [9]. In healthcare, devices must meet the regulation for

a medical device [10, 11], but wellbeing technology is also widely used by citizens, and

they utilize the information they produce to maintain their own well-being [12].

Digitalisation is most welcome, but there are risks involved, for example, in terms

of human aspects of care and undermining of fundamental rights [7]. Multiple health-

related institutions and stakeholders, including World Health Organization (WHO), are

promoting the adoption and scale-up of digital health technologies (DHT) innovations

worldwide. These promotional initiatives aim to translate scientific research into action

and enhance knowledge through scientific engagement, assessing and linking geographi-

cal needs with innovation pipelines, and implementing practical approaches that balance

the benefits and risks of DHTs [13].

Studies have shown that mobile applications (apps) can effectively support lifestyle-

related health. Demographic and personal factors of the target group should be considered

when developing health apps. The inclusion of appropriate functionalities and their

personalization can ensure a high uptake of health apps in workplaces [14].

Conversational AI and chatbots have been used in the last decade to improve access to

mental health services [15–21]. Chatbots are automated systems which replicate users’

behavior on one side of the chat communication. They are mimic systems which imitate

the conversations between two individuals [22]. Chatbots can facilitate interactions with

those who are reluctant to seek mental health advice due to stigmatization and allow

more conversational flexibility [15, 16]. Threats to the chatbot include the cost of cloud

services, the still-developing field of AI, and the unethical over-imitation of a human

therapist or its replacement [16, 21].

When designing medical devices and wellness technology, it is crucial to consider

evidence-based design and experience-based approaches in service design [23]. The

ethical perspective is also essential [2], particularly during the design process, which

involves transdisciplinary cooperation with professionals from various sectors [24].
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Service design can offer a method to research and develop AI-enabled solutions in

the complex healthcare sector. These approaches can inspire and support individuals

to participate in the development process [25–27]. HCD is the design approach that

centers people and their needs, motivations, emotions, behavior, and perspective in the

development of a design. Both users and service provider stakeholders are involved in

design activities during and potentially after the service design process, supporting the

change that co-design brings [27]. Multiprofessional, cross-sectoral healthcare involving

multiple care system levels is a design context that requires context-specific knowledge,

such as evidence-based care and specific design competencies, to include the perspectives

of diverse actors in design processes [26].

Service design can promote transdisciplinary and cross-disciplinary processes

encompassing numerous stakeholders, scientific orientations, and perspectives. It can

clarify how to work together to ensure all aspects are considered when innovating new

or developing existing technologies [24].

This study aims to elucidate the application and insights gained from the Service

design process with HCD approach while developing an AI-enabled empowering solu-

tion, Voima-chatbot. The paper provides a detailed account of the development phases,

using the case of Voima-chatbot as an exemplar. The objective is to enhance understand-

ing of the feasibility of the service design process with HCD approach in developing

AI-enabled technological solutions and point out future research insights.

The research question is:

What are the implications and results of applying Human-Centric design in

developing an AI-enabled technological solution?

2 Methods of HCD in Developing AI-Enabled Technical Solutions

This study was conducted as research through design, meaning that design was an integral

part of the process, providing both the data for the research and the practical artefacts

from the workshops and other interventions, such as the ideation questionnaire. By using

research through design [28, 29], a dual benefit was obtained: the design process with

HCD approach, along with the co-designed artefacts, helps to better understand both the

factors affecting the development of an AI-enabled chatbot and gaining understanding

of the healthcare workers occupational well-being.

2.1 Human-Centered Design (HCD) and Service Design

The HCD is the design approach that centers people and their needs, motivations, emo-

tions, behavior, and perspective in the development of a design. HCD is a shift of viewing

humans not as a part of the system but central in every aspect of the design. HCD has

a long history, and it can play an essential role in dealing with today’s complex care

challenges [30, 31].

In HCD, as in all design disciplines using HCD principles, designers rely heavily

on the tools, methods and insights from the Human Factor discipline, as illustrated

by the definition of HCD by the International Standards Organization (ISO): ‘Human-

Centered Design is an approach to interactive systems development that aims to make
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systems usable and useful by focusing on the users, their needs and requirements, and

by applying human factors/ergonomics, usability knowledge, and techniques [32]. HCD

includes many methods but is essentially a frame of reference and a value system to be

considered and applied by the designer. HCD begins with a deep respect for the user,

and a realization that the user is the most important partner in design [33].

Human-Centered Artificial Intelligence (HCAI) is based on the concept of human-

centered technology development and combines HCD, artificial intelligence, and

machine learning. This includes the fundamental starting points of understanding user

needs and the contextual and sociotechnical factors of system design, as well as introduc-

ing new ones specific to AI as a technology. Designing AI with a human focus is crucial

for end-users’ well-being and for addressing ethical issues that may lead to unwanted

societal-level consequences [34–36]. HCAI advocates for the development of AI appli-

cations that are trustworthy, usable, and based on human needs. Many Human-Centered

AI principles include explainable, transparent, ethical, fair, trustworthy, responsible, and

sustainable AI [34, 36].

Awad et al. [37] state that these rationalistic guidelines provide advice on the devel-

opment (process) and application (product) of trustworthy, ethical, and robust AI. How-

ever, such general guidelines do not represent real-world complexity when laws and

policies often evolve slower than technological development. Ethical principles and

moral choices are not universal as surveyed and identified. Robustness does not rep-

resent real-world complexity as the social impact of AI is hard to predict or foresee.

The humanistic design perspective may provide a more suitable approach to examining

the societal impact of AI as laws may not be up-to-date, universal principles cannot

answer context-specific ethical questions, and robustness does not prevent unintended

consequences.

More research is needed to develop the design processes, methods, tools and HCD

approach when dealing with today’s challenges with digital AI-enabled services in

complex healthcare contexts.

It is also posited that HCD is prone to sampling bias by using methods that often rely

on studying a relatively small sample in-depth. By default, not everyone can participate

in the sessions, resulting in under- or overrepresentation of certain groups (a selection

bias). End-user input might be biased and limited, leading to an overreliance on fresh

end-user input. End-users are only a subset of the people who should be heard during

eHealth design, and HCD tends to overlook ethical, societal, and political aspects [38,

39]. Developing diverse design teams can prevent machine biases in the design of AI

systems. Building AI systems that overcome biases is not only a matter of having more

diverse, and diversity-minded design teams as AI systems themselves can help identify

for example gender and racial biases [31]. These are all significant aspects and objectives

for developing the design process.

‘Design’ is a broadly defined term used for both the process of designing and the

outcome of that process. Service design employs the double diamond model and design

thinking and methods for designing new services [40]. The development project adapted

and utilized the current service design process for AI-enabled services from the original

version created by Jylkäs et al. [41, 42] seen in the Fig. 1. This process model which is

based on this original double-diamond model [40].
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This process has three layers in the 10-phase service design process: business, design,

and technology. The case example of “Voima-chatbot” development is used to describe

how Human-Centric design approach was utilized in the service design process for

AI-enabled services and what was learned during the development process.

Jylkäs et al. [41, 42] observed that the 10 process phases— ‘discover’, ‘define’,

‘ideate’, ‘design’, ‘prototype’, ‘test’, ‘develop’, ‘implement’, ‘operate’, and ‘scale’—are

more sufficient when communicating the main activities in designing AI assistants.

Fig. 1. Service design process for AI-enabled services. (Picture: Laura Tahvanainen, 2024,

adapted from the original version created by Jylkäs et al., 2019 under the CC BY-NC-SA 4.0

DEED license [41, 42].

Designers need to recognize their role, ideology, and socio-economical processes in

which they are embedded to design AI systems beneficial for society [43]. It is found

that in many of the companies there is a clear separation between the AI and UX (User

experience) teams. UX practitioners are not considered to be a part of the AI team, nor

are they involved in the early-phase development [44].

The phases of the Service design process with the Human-Centric design approach

and the technological development process will be presented later in the intervention

chapter of this article. For the transdisciplinary design perspective and process it is impor-

tant to notice that there are different ways and methods to measure and follow devel-

opment and realization of things in different disciplines and approaches. For example,

Technology Readiness Levels (TRL) are a type of measurement system used to assess

the maturity level of a particular technology. There are nine technology readiness levels,

with TRL 1 being the lowest and TRL 9 the highest. The TRL scale was developed at the

National Aeronautics and Space Administration (NASA) in the 1970s as a standardized

technology maturity assessment tool for complex system development [45].

By incorporating the Human-centered approach in the design of AI systems, the focus

of the design challenges moves away from purely technical problems to the enhancement

and support of human capabilities through the AI system [31].
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3 Case Intervention: Applying HCD and Technological

Development Process to Develop Voima-Chatbot

The development process of Voima-chatbot was part of a wider project that focused on the

well-being of healthcare workers with pre-existing system stresses relating to resource

constraints, crisis management, growing demand, recruitment, and retention. The project

involved several phases from 2021 to 2023, with different methods, participants, and

results (see Table 2).

Voima-chatbot was developed to build a scalable digital well-being service (non-

medical device) that supports the well-being of healthcare professionals with empow-

ering and solution-focused methods. Voima-chatbot utilizes an asset-based approach,

which means that it works within the individual’s own world of meanings, supporting a

functional interpersonal relationship and pursuits towards activating one’s own abilities,

skills, strengths, and assets to enable a positive change [46, 47].

Voima-chatbot is an AI-enabled technological solution that uses a conversational

AI platform to operate. Conversational AI is based on several advanced technological

components, such as Natural Language Processing (NLP), Machine Learning, intent

recognition, entity extraction and speech-to-text converters [48]. Voima-chatbot is not

a medical device or therapy [11]. Its area of use is in the early prevention level as a

well-being device.

Table 1 provides a comprehensive overview of the development process in the project,

detailing the various phases, methods used, participants involved, and the deliverables

at each stage. This chapter highlights the current Service design process for AI-enabled

services adhered to an HCD approach, but also the problems that were resolved or not

resolved with HCD approach and what are the findings for future development of service

design process for AI-enabled services with HCD approach in healthcare. This model

is illustrated earlier in Fig. 1.

Next, this article presents and evaluates the phases seen in Table 1. Based on the

Service Design process with Human-Centered approaches and HCAI principles.

3.1 Discover and Define Phases of the Development Process

During the discover and define phases HCD methods like workshops and questionnaires

were conducted with healthcare professionals and students to identify factors affecting

occupational wellbeing and to gather content for the chatbot’s intent tree. A stakeholder

map was created, and existing applications and chatbots were benchmarked and tested.

Using qualitative analysis helped design an investigation of a phenomenon of interest

and helped construct the intent tree for the chatbot. The stakeholders recognized were

healthcare professional, healthcare organization, project group, technical development

group, the server holder, regulation, and legislation of the AI-enabled chatbots and data

security and safety regulation.

The qualitative desktop study revealed that prior research [16, 21] has gathered per-

ceptions and viewpoints about chatbots. This helped the project group to build under-

standing about the chatbots and helped with the ideation questionnaire. The key discov-

eries encompass positive and negative aspects for developing chatbot and opportunities

for healthcare sector.
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Table 1. Development phases of the chatbot with Technological readiness level (TRL)

Design Phase (timing)

+ TRL

Method (Level) Participants Results

Discover (2021–2022) Workshops in

healthcare

organizations

(Design)

Healthcare

professionals n = ca.

100

Enhancing and

hindering things

affecting the

occupational

well-being of the

healthcare workers,

Content for the intent

tree in the chatbot

Discover (2021) Virtual workshops

(Design)

Healthcare

professionals n = 30

Enhancing and

hindering things

affecting the

occupational

well-being of the

healthcare workers.

Content for the intent

tree in the chatbot

Discover (2021) Qualitative

questionnaires

together with project

partner (Design)

Students n = 437

Healthcare

professionals n = ca.

4000

Enhancing and

hindering things

affecting the

occupational

well-being of the

healthcare workers.

Content for the intent

tree in the chatbot

Discover (2021) Qualitative Desk-top

study on previous

research (Design)

Project group and

student’s thesis work

done in the project n

= ca. 20

Enhancing and

hindering things

affecting the

occupational

well-being of the

healthcare workers

Discover (2022)

TRL 1

Stakeholder map

(Design)

Project group n = ca.

6

Stakeholders for

developing the

chatbot

Discover (2022)

TRL 1

Desk-top study on

research and

Benchmarking and

testing of the existing

applications and

chatbots (Business)

Project group n = ca.

6

Information and

experiences on using

chatbot for supporting

mental well-being,

existing applications

and chatbots

(continued)
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Table 1. (continued)

Design Phase (timing)

+ TRL

Method (Level) Participants Results

Define (2022) Ideation

questionnaire of the

chatbot (Design,

business)

Healthcare

professionals and

students n = 77 (n =

64 for chatbot

persona)

Information and

feedback from the

focus group about the

idea of the chatbot,

user insights for the

use of the chatbot and

the chatbot persona

Define (2022)

TRL 1

Mockup (Design) Project group n = ca.

6

The basic idea of the

chatbot, including

basic visuals and

conversation flow

Define (2022) Ethical

considerations

(Technology, design,

business)

Project group and

organization n = ca. 8

Anonymous service,

service level of the

chatbot (not a medical

device)

Define (2022) Meaning and use area

of the chatbot

(Business)

Project group n = 10 Identifying the use

area of the chatbot

Ideate (2022) Ideation

questionnaire of the

chatbot (Design,

business)

Healthcare

professionals and

students n = 70

Information and

feedback from the

focus group about the

idea of the chatbot,

user insights for the

use of the chatbot and

for the chatbot

persona

Design (2022) Chatbot character,

name, fonts, colors,

way of talking

(Technology, design,

business)

Project group and

Bachelor students n =

15

Chatbot persona

Design (2022)

TRL 2

Empowering

conversation flow

(design, technology)

Project group and

technical

professionals n = 15

Basic/ground idea for

the empowering

conversation flow

Design (2022) Ideating and

designing digital

service paths for the

Chatbot (Design,

business)

Master’s students n =

30

Integration ideas to

other services, data

management plans

(continued)
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Table 1. (continued)

Design Phase (timing)

+ TRL

Method (Level) Participants Results

Prototype (2022)

TRL 3

Mockup (Design,

technology)

Project group n = ca.

6

The basic idea of the

bot, including basic

visuals and

conversation flow

Prototype (2022)

TRL 1

Testing empowering

conversations online

person-to-person

(Design, technology)

Healthcare

professionals and

students n = 10

Information for the

empowering

conversation flow

Prototype (2022)

TRL 5

Empowering

conversations in

Slack platform

person-to-person

(Design, technology)

Project group n = ca.

4, Healthcare

professionals n = 10

and students n = 20

Information for the

empowering

conversation flow,

test- and training data

for the intent tree in

the chatbot

Develop (2023)

TRL 2 &TRL 6

Technical

development of

empowering

conversation flow

(Technology)

Project groups &

technical

professionals n = ca.

15

Technical scope for

the empowering

conversation in the

chatbot platform

Develop (2022–2023)

TRL 6

Intent tree in chatbot

platform (Design,

technology)

Project group &

technical

professionals n = ca.

15

Intents in the intent

tree in the chatbot

platform

Develop (2023)

TRL 6

Test & training data

for the chatbot

platform

(Technology)

Project group &

technical

professionals n = ca.

15

Only some of the

intents were tested

during the first user

testing

Implement (2023) Information safety

and security of the

chatbot (Technology,

design, business)

Safety and security

professionals from the

technical side and

project group n = ca.

15

Data collection and

storage, privacy

statement, anonymity

Implement (2023)

TRL 7

User testing

(Technology, design,

business)

Healthcare

professionals and

students n = ca. 90 n

= 11 online testing

healthcare units and n

= 2 onsite testing

healthcare units

User experience,

usability, feedback on

empowering

conversation,

improvements,

test-/training data

(continued)
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Table 1. (continued)

Design Phase (timing)

+ TRL

Method (Level) Participants Results

Implement (2023) Qualitative feedback

questionnaire, open

questions, and Likert

1–5 (Technology,

design, business)

Healthcare

professionals and

students n = 24

User experience,

usability, feedback on

empowering

conversation,

improvements,

test-/training data

Implement (2023) Implementation plan

and future insights

(Technology, design,

business)

Project group and

organization

Future development

plans and projects,

improvements,

in.egration

The benchmarking resulted in the identification of several applications such as

Woebot, an AI-powered chatbot that uses Cognitive Behavioral Principles, Dialecti-

cal Behavior Therapy, Mindfulness, Symptom Tracking/Self-Monitoring, Psychoedu-

cation & Information [49]. Wysa, an AI-enabled mental health app, uses Cognitive-

behavioral therapy (CBT) techniques, meditation, breathing and mindfulness exercises,

and micro-actions to help users build mental resilience skills through its conversational

interface [50]. ChatPal, a chatbot application, uses Positive psychology to support users’

mental health and wellbeing. The scripts used in the ChatPal chatbot are freely available

as an output from the ChatPal project [51].

Based on the benchmarking data, it was found that existing applications and ser-

vices employ various methodologies and techniques for conversation flow. All appli-

cations utilized evidence-based and clinically validated methods such as Cognitive-

Behavioral Therapy (CBT) and positive psychology (PP), albeit with different emphases.

No applications were found that exclusively used Solution-Focused Brief Therapy

(SFBT) or Empowering methods. After testing the existing applications and chatbots, it

was observed that conversations quickly led to predetermined answers and conclusions.

CBT tends to be more problem-solving oriented, whereas SFBT sessions had signifi-

cantly higher positive content than CBT sessions [21, 52]. Research and practices around

occupational well-being have traditionally been focusing on the problems causing the

issues [53, 54]. The asset-based approach is an evidence-based, human-centered app-

roach formed from different theoretical and practical elements connected to each other

[23].

These tasks provided general information on chatbots and confirmed the solution-

focused and empowering approach in chatbots. This also meant innovation on the chat-

bot’s main conversation flow when the chatbot is asking the questions instead of the

person. In healthcare, the importance of evidence-based approaches is paramount.

When comparing these methods and process to Jylkäs et al. [41, 42] model and

HCAI principles [36] at this phase it was recognized that methods that were used helped

to understand healthcare worker and the context where the chatbot is going to take

place. It also provided understanding on what has already been done with supportive
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conversational chatbots and AI. Ethical, data regulation and legislation were recognized,

but these are currently missing from Jylkäs et al. [41, 42] model. It was also clear that

the development process had already began without the actual technology provider.

Business level in Jylkäs et al. [41, 42] model in this case is healthcare sector. Our research

pointed out the need for an evidence-based approach and early recognition on whether the

solution will be a medical device. Stakeholder mapping conducted during this research

revealed a demand for new tiers for the model. Some aspects were discerned later during

this research, such as sustainability. This indicates a necessity for novel methods for the

mapping during the process that can be applied and revisited as needed. Recognizing

the product’s lifecycle impact at a global or national level is important.

3.2 Ideate and Design Phases of the Development (TRL Level 1)

The ideation questionnaire for a chatbot was designed to gather insights from healthcare

professionals and students in diverse age groups (N = 77). This facilitated the acquisition

of user feedback regarding the suitability of this solution for the intended objective. No

technological innovation can have an impact if it is not adopted [14].

The questionnaire was divided into two parts: the idea of the chatbot and the chat-

bot persona. The respondents indicated a willingness to use the chatbot across various

contexts and preferred platforms for using the chatbot. Feedback on the chatbot mockup

was predominantly positive, with the chatbot seen as a tool for reflection, aiding those

with difficulty speaking to others, enhancing occupational well-being, and providing

quick help. The chatbot persona questions helped shape the Voima-chatbot character

and persona and provided insights into prejudices towards the chatbot idea.

During this phase, the project team critically evaluated the questionnaire from a

human-centered design viewpoint. They questioned the adequacy of the information

gathered and the depth of user understanding achieved. They also scrutinized whether

the methods employed sufficiently captured the necessary user needs. This introspection

served as a valuable insight into the process.

One of the main findings from phase and feedback was that the chatbot is not a

person and the expected lack of empathy. The design of artificial empathy is one of the

most essential issues in social robotics. Based on views from developmental robotics,

empathic behaviors are expected to be learned through social interactions with humans

[55]. This also contributes to the HCAI transparency of AI since it is important for the

person to know that there is AI talking and not a real human. The results from the ideation

questionnaire were similar to previous research.

3.3 Prototype and Test Phases of the Development Process (TRL Levels 4–6)

The prototyping and testing phases were divided into two parts. The first part involved

empowering, asset-based conversations online conducted by master’s degree students.

Students offered these conversations to healthcare professionals as part of their relevant

methodological studies. The second part of the prototyping was in the Slack application

utilized for training and prototyping written person-to-person empowering conversations

between the master’s students and healthcare professionals. The aim was to simulate

chatbot conversation and gather insights for the chatbot’s conversation flow.
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Feedback from the participants in the first prototype was positive, indicating a need

for such an approach. The second prototype yielded various results for development and

valuable test and training data for the chatbot and helped build an understanding of the

interaction and “tone of voice”. Challenges arose due to the lack of verbal cues and

visible expressions in the online interaction. It was difficult for participants to let go of

the idea of playing a “chatbot” and focus solely on the conversation.

The design perspective utilized interventions through prototyping to also examine

the emerging ethical dilemmas in the interactions between people and AI systems. The

implication of these choices indicates that design researchers need to consider various

aspects of human implication in the design experiment beyond merely paying close

attention to human and social factors [31].

Prototypes of the solution are efficacious and cost-effective means to evaluate in a

realistic context. In this research, these elicited emotions and challenges towards the

solution that were advantageous in the development phase. Prototypes also aided in

building confidence that this solution is feasible.

3.4 Develop and Implement Phases of the Development (TRL Levels 2–6

and TRL 7)

The technological development and kick-off phase marked the commencement of the

AI-powered chatbot platform. Training Conversational AI, not an IT project, involves

providing example questions or requests for the neural network to analyze and understand

semantics. Modern NLP-optimized networks require only a few questions per intent, an

NLP term referring to a user’s area of interest or request [48].

The first model of the asset-based foundational conversation in the chatbot plat-

form was collaboratively created and evaluated with the platform provider. This new

approach in the conversation flow required development by the platform provider. Exist-

ing knowledge from empowering conversation was integrated to build the empowering

conversation flow, which typically consists of five stages or phases [47, 56]. A novel

approach requiring technical resolution was the chatbot asking questions instead of the

person. The intent tree, which can be described as a classification or “catalogue” built

on the intents of a user, was structured by combining these five stages [47, 56] to a

classification model with two levels of components (Table 2). This intent tree, necessary

for the proper functioning of the AI, helped the technical team determine the required

technical properties and coding.

User testing was conducted with a closed webpage set up for online testing. Various

healthcare units were approached for user testing. The testing period yielded 91 conver-

sations, about half of which were complete. Post-testing, participants were instructed to

fill out a questionnaire, including scaled and open questions addressing various aspects

of the chatbot. A modest number of participants responded to the questionnaire after test-

ing. The aim was to understand the performance of the empowering conversation and

whether users found it meaningful and would recommend the chatbot to others. Feed-

back indicated that the chatbot’s repetitive questioning caused frustration, and some of

its questions were difficult to understand.

Questions regarding the chatbot persona received a slightly higher average score. The

overall rating of the chatbot was slightly above the midpoint on Likert scale 1–5. Written
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Table 2. Empowering foundational conversation flow in the chatbot

Basic Empowering conversation flow

Baseline survey Likert scale 1–5

1. Building a connection

Joint phase questions 1.1 I still wish to clarify my challenge 1.2. I wish to continue to goal

clarification

2. Desire for change/Goal clarification

Joint phase questions 2.1. I still wish to clarify my desire for change 2.2. I wish to continue

mapping my assets next

3. Mapping and promoting of the assets and strengths

Joint phase questions: 3.1 I still wish to continue mapping my assets 3.2 I wish to continue

planning the start of the journey

4. Start of the journey

Joint phase questions: 4.1.1. I still wish to think about the change 4.2 I wish to continue

5. Conclusion and review

Feedback survey: Likert scale 1–5

feedback revealed that participants noticed the mechanical nature of the conversation.

Positive feedback highlighted the chatbot’s ease of use, low threshold, clarity, immediate

availability, and ability to help recognize targets and positives. However, there was

consensus on the need for further development, with negative feedback focusing mainly

on the lack of empathy and personal approach. This was also boosted by a notable

incident when the chatbot incorrectly predicted self-harming intentions, highlighting

the need for quality test data. Following this, all intents were turned off, and only the

empowering conversation flow was tested.

This phase underscored the importance of effectively understanding and measuring

user emotions in human-centric design. It was recognized that developing the chatbot’s

intent tree and responses required more authentic user conversations. Finding a test group

and the need for more active feedback collection methods beyond a simple questionnaire

was challenging. It is imperative to employ diverse methods to comprehensively under-

stand the target group, for instance, from varying age groups, geographical regions, and

backgrounds. This phase also pointed out the importance of openness from the HCAI

point of view. This phase also highlighted the meaning of transdisciplinary work on

data information safety and security aspects and the chatbot user testing on the actual

Voima-chatbot platform. The design process’s previous work significantly contributed

to the technological development. Feedback from the technological platform provider

was positive.

This phase encompassed inventive dialogues on how to construct an empowering

AI-enabled solution. The technical development team grasped the empowering conver-

sations process [46, 47, 57]. The project team had knowledge of AI-enabled solutions

[36, 41], eHealth and informatics [7], data security and human-centered design [34, 41,

58].
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3.5 Operate and Scale Phases of the Development (TRL Levels 8–9)

In the context of typical technical development processes, the development period of

Voima-chatbot (2022–2023) has been relatively brief. Currently, Voima-chatbot is still

in the nascent stages of technical development and will require ongoing enhancements in

the future. While plans for new applications and integrations have been conceptualized,

they have not yet been actualized.

4 Discussion and Future Insights

The objective of this research was to augment the comprehension of the feasibility of the

HCD approach in creating AI-enabled technological solutions. This was accomplished

during the development process of an AI-enabled solution, Voima-chatbot. The appli-

cation and insights derived from the service design process, which utilized HCD design

approach for AI-enabled services with 10 phases [41, 42] is presented in Fig. 1. The

model incorporated three levels: technology, business, and design.

In addressing the research question - ‘What are the implications and results of apply-

ing Human-Centric design in the development of an AI-enabled technological solution?’

- a methodology of research through design was employed.

These development process phases produced information analyzed through HCD and

HCAI point of views. Results emphasized the importance of observing transdisciplinary

and cross-disciplinary processes, which involve numerous stakeholders and scientific

orientations when working in the healthcare context.

This study has identified various strategies that merit integration into the model

delineated by Jylkäs et al. [41, 42]. The healthcare context [23, 26], where understanding

the various factors at play is crucial, but also research and evidence-based research when

applied in healthcare [23]. It is mandatory when there is a development process for

medical devices [10, 11].

Ethics and sustainability [2, 35, 38] factors guiding and promoting ethical activities

contribute to the realization of the reflective process of ethical and sustainable activities.

In ethical problem-solving, professionals base their judgement on legislation and ethi-

cal guidelines as well as on the ethical basis of social and healthcare. Ethical activities

are promoted and facilitated, for example, through ethical management, organizational

structures, and operational culture [2]. Sustainability also refers to Future insights into

AI-enabled services. AI-enabled technological solutions are constantly developing [59].

Information safety and security, regulations, laws, EU data interoperability and policies

[7, 8, 11]. It is one of the fundamental elements to decide if the application is a medical

device or not. The categorization as a medical device brings a plethora of laws and reg-

ulations that necessitate careful consideration throughout the process [11]. Throughout

this process, deliberations were held regarding the scope of the device and the possi-

bilities of technical solutions. At the inception of this process, a decision was made to

engineer a device aimed at promoting well-being.

Enhanced understanding of the development process, user needs, and expectations

during the development process was cultivated through the application of Human-

Centered design methodologies employed in the developmental stages (refer to Table 2).

This research posits that the design process can foster and elucidate collaborative efforts
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when stakeholders are acknowledged during the process. This ensures comprehensive

consideration of all facets when innovating new technologies or refining existing ones

[25, 26], for example, Technology Readiness Levels (TRL) [45].

User-testing technique yielded data indicating a need for more understanding of

human behavior, interactions, and the human-machine relationship. It was also acknowl-

edged that conventional approaches, such as questionnaires, might be too simplistic,

with the small number of participants skewed for obtaining this information. It would

be beneficial to enhance understanding of different facets of human-AI interaction, such

as emotions, cognition, assets, mutual learning, or failure/success. Interfaces such as

chatbots are shared boundaries between the sociotechnical systems of computers, con-

necting hardware, software, and human users. Ethnographical research can incorporate

technical walkthroughs and interfaces to complement participant observations in local

settings where interfaces are accessed. Interface ethnography can be utilized with multi-

sited fieldwork designs since interfaces are components of transnational networks and

mediate between different actors [60].

Pervasive themes for all stages of the development process were comprehending the

context where the user and the intended technological solution are situated. Collecting

user insights and genuine material for testing from diverse range of people. Humans

can provide training data for machine learning applications and directly perform tasks

that are challenging for computers in the pipeline with the assistance of machine-based

approaches. This is a way to avoid biases [38, 61]. Developing the AI solution with

transdisciplinary team is essential. It was learned that when healthcare professionals

are involved in the process understanding on AI-enabled services was built among the

participants [9, 13, 26].

Accompanying the findings of this research to the existing Jylkäs et al. model, it

was contemplated that a broader perspective and implications of implementing Life-

Centered design ought to be addressed incorporating Human-Centered design [35, 62].

This research could inform the development of similar AI-enabled health technologies

by presenting a need for updating a new model and methods for the design process with

a Life-centered design approach of AI-enabled solutions that could be prototyped and

tested in the following research. Life-centered design, for example, expands human-

centered design to include consideration for nature and vulnerable humans by merging

practices such as circular design, biomimicry, systems thinking, and futuring, and align-

ing designers with global goals, such as the United Nation’s Sustainable Development

Goals [62–64]. As life-centered design is still emerging, its practices vary and is prac-

ticed by only a few. More research is needed to evaluate Life-centered design in digital

services that utilize AI.
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Abstract. New health technology assessment (HTA) models for digital health are

continuously being developed and are already in use. In Finland, the HTA model

for digital health, named Digi-HTA, has been employed since 2020. Internationally

and also in Finland, the need for harmonization of these HTA models has been

recognized. In order to harmonize the models, it is necessary to first identify the key

features and requirements of existing models. In this study, three key assessment

models for digital health identified as central in the Finnish context were analyzed.

After the analysis, the results were compared to the Finnish Digi-HTA assessment

model, and a final synthesis was created regarding the similarities and differences

between the assessment models. The comparison includes German DiGA model,

the global CEN-ISO/TS 82304-2:2021 technical specification, and the Nordic-

designed NordDEC assessment model. There was a great deal of similarity in the

evaluated models, although certain differences in emphasis were found. The key

differences relate to reimbursement process, maturity of the assessment process

and supported product categories as well as cost and effectiveness evaluation. The

results of this study can be utilized in harmonizing assessment models for digital

health.

Keywords: Health technology assessment · digital health · artificial

intelligence · robotics · digital therapeutics

1 Introduction

Health Technology Assessment (HTA) involves the systematic evaluation of the proper-

ties, effects, and/or impacts of health technology. Its main purpose is to inform decision-

makers to better support the introduction of new health technologies [1]. New digi-

tal health solutions, such as digital health applications, AgeTech, Digital Therapeutics

(DTx), artificial intelligence (AI), and robotics, enable further development of healthcare
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services, but their introduction should follow the same criteria as other healthcare meth-

ods. They must provide evidence-based benefits and be safe to use, and their impacts

on patients and organizations need to be clarified [2]. In case of digital health, the data

security and privacy of the products must also be ensured in all situations, and they

should be user-friendly for all assumed user groups [2, 3].

The new and innovative digital health products also set new demands on HTA models

as well [2]. In Finland, the need for new models to support the HTA work of digital

health was identified. Therefore, in 2018, the Finnish Ministry of Social Affairs and

Health commissioned the development of a new HTA model for digital health [4]. A

new HTA model, named Digi-HTA, that supports a wide range of digital health products

such as digital health applications, AgeTech, AI, and robotic solutions, was published in

2019 [2–4]. The Digi-HTA model utilizes the Digi-HTA assessment framework as well

as criteria developed in the Kyber-Terveys project, which are used for assessing data

security and protection aspects [2–4]. Since 2020, Digi-HTA has been part of the daily

HTA activities of the Finnish Coordinating Center for Health Technology Assessment

(FinCCHTA), and Digi-HTA assessments have been published on various digital health

products, such as digital health applications, medicine dispensing, and rehabilitation

robotics, as well as digital platform solutions [5].

HTA for digital health is still a growing trend globally, not only in Finland, and

new models are constantly being developed, with some of them already in use [6, 7].

Some of these models are national, such as German Fast-Track process for digital health

applications, while others are developed for international use, such as the CEN-ISO/TS

82304-2:2021 Health software – Part 2: Health and wellness apps – Quality and reliability

technical specification (hereinafter referred to as “the CEN-ISO/TS 82304-2:2021”) [8,

9]. Some models aim to address the assessment needs of a specific region, such as the

Nordic Digital Health Evaluation Criteria (NordDEC) model developed for the Nordic

countries [10].

In 2019, Germany enacted the Digital Healthcare Act (Digitale-Versorgung-Gesetz),

which defines the so-called Fast-Track procedure for the assessment and reimbursement

of digital health applications. Digital health applications covered by the German Fast-

Track process are referred to as “DiGAs” (“Digitale Gesund-heitsAnwendungen”). [8]

The details of the requirements for the DiGA are regulated in the Digital Health Appli-

cations Ordinance (Digitale Gesundheitsanwendungen-Verordnung, DiGAV) (Bun-

desministerium für Gesundheit, 2022) [11]. The German Federal Institute for Drugs

and Medical Devices (BfArM) is the body that carries out assessments and approvals

for DiGA [8].

The CEN-ISO/TS 82304-2:2021 was published in July 2021. The development was

motivated by the fact that the number of digital health applications had already exceeded

300.000, yet there was no standard in place for assessing their quality. The background

of the development was a commission from the European Commission, and the devel-

opment was carried out in collaboration with the International Organization for Stan-

dardization (ISO). [9] The adoption of CEN-ISO/TS 82304-2:2021 is being promoted

in the Label2Enable project funded by the European Union (EU) [12].

The goal of the NordDEC assessment model is to support the assessment of digital

health applications in the Nordic countries and enable cross-border assessment work
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[10]. The requirements of the NordDEC assessment process for digital health applica-

tions are defined in the Nordic Digital Health Evaluation Criteria [13]. The development

of NordDEC is managed by the Nordic Interoperability Project, jointly funded by Nordic

Innovation and the Nordic health tech industry. The assessment model is developed and

operated by the Organisation for the Review of Care and Health Apps (ORCHA) [10].

Since many assessment models have been developed from national or regional per-

spectives, such as DiGA or NordDEC, there may be significant differences or emphasis

variations in the requirements of different models [8, 10]. It has been recognized among

EU member states that voluntary cooperation is needed to harmonize these models, and

one example of this collaboration is the European Taskforce for Harmonised Evaluations

of Digital Medical Devices (DMDs) [14]. In Finland as well, it has been recognized in

the EU-funded Finnish Recovery and Resilience Plan program that the existing Digi-

HTA model should be further developed. For that reason, understanding the key features

and requirements of available HTA models for digital health is crucial. In this study,

the models selected for evaluation were considered relevant in the context of Finland.

DiGA was chosen because it has already become a benchmark for assessing DTx appli-

cations and integrating assessments into reimbursement processes since 2020. As the

purpose of CEN-ISO/TS 82304-2:2021 is to serve as a global criterion for digital health

applications, it provides a valuable point of comparison in a global context. The Nord-

DEC assessment model is based on the long-standing ORCHA assessment model and

is designed to meet the needs of the Nordic countries, making it a good point of com-

parison from a Nordic perspective. Through this study, it is possible to develop and

harmonize the Finnish HTA model at the national level, as well as utilize these results

in international harmonization efforts.

2 Aim of the Study

1. To evaluate the features, domains, and aspects that are included in the DiGA, CEN-

ISO/TS 82304-2:2021, and NordDEC assessment models.

2. To identify the similarities and differences between the evaluated assessment models

and the Digi-HTA model.

3 Materials and Methods

Information about the key features of different assessment models was gathered from

the websites of organizations conducting assessments, guidelines, and scientific articles

[8–10, 12]. The information about the assessment frameworks of DiGA and NordDEC

models was collected from information available on their websites [11, 13]. The DiGAV

criteria, which were available on the website as of January 23, 2023, were included in the

comparative work [11]. The comparative work included the version of the Nordic Digital

Health Evaluation Criteria that was last updated on June 15, 2022 [13]. Information about

the requirements included in CEN-ISO/TS 82304-2:2021 was obtained directly from the

technical specification, which was published on August 20, 2021 [15]. The comparative

work included the Digi-HTA assessment model criteria that was in use in the process

between May 2022 and April 2023 [2, 3]. During this period, there were no changes in

the criteria.
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In the first phase, the key features of each assessment model and its associated pro-

cess were listed. This included, for example, what product categories the assessment

process supported and whether the assessment were linked to reimbursement processes.

In the next phase, the assessment frameworks and the included domains were compared.

Each assessment framework was reviewed at the level of individual questions. After that,

the questions were grouped into key identified domains. However, it should be noted that

different naming practices were in use for the domains that mainly addressed the same

issues, such as technical stability in Digi-HTA and NordDEC, and robustness in DiGA.

Therefore, these were attempted to be consolidated under the same domain. With regard

to data security and protection, the comparison was conducted based on the product

requirement categories and category groups presented in the article ‘Common cyberse-

curity requirements in IoT standards, best practices, and guidelines’ [16]. Subsequently,

a comparison was made between each individual assessment model and the Digi-HTA

assessment model. The individual comparative works were carried out between May

2022 and April 2023. This study includes the final top-level synthesis between different

assessment models based on three individual comparative reports [17–19].

4 Results

Figure 1 illustrates the key elements included in typical assessment processes for digital

health products. In all evaluated models, the technology company initiates the process.

Afterward, the product is assessed using an assessment framework that includes detailed

questions about the product being assessed. These questions are divided into different

HTA domains. In addition to the questions, other documentation, such as research stud-

ies, is required, providing sufficient evidence to support the claims. Assessment is carried

out by the entity responsible for assessments in each model. The assessment team may

include various types of expertise, such as HTA experts and cybersecurity experts. Com-

pleted assessments are published on the web portal. There are two different scenarios

for utilizing the assessments. Completed assessments can lead to a formal product reim-

bursement process, or assessments can be used more freely as part of procurement or

product introductions.
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Fig. 1. Typical assessment process for digital health products

The key features of evaluated assessment models are presented in Table 1. In all

evaluated models, the assessment frameworks have been published and are available.

The assessment model is still under development for the CEN-ISO/TS 82304-2:2021 in

Label2Enable project. Only the DiGA assessment model includes a clear reimbursement

model, while in others, it is still under development. There were differences in the

supported product categories among the assessment models.

The domains included in different assessment frameworks are presented in Table 2. In

the examined assessment frameworks, there were a lot of similarities in terms of the key

assessment domains they included. The main differences were related to effectiveness,

costs, robotics, AI, ethics and consumer protection.
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Table 1. Features of evaluated models

Assessment model

Features Digi-HTA Fast-Track

procedure for

DiGA

CEN-ISO/TS

82304-2:2021

NordDEC

Region Finland Germany Global Nordic countries

Coordinating

body

FinCCHTA BfArM ISO. Assessment

and business

models are under

development

The Nordic

Interoperability

Project

Readiness level In production

since 2020

In production

since 2020

Framework

published 2021.

Assessment and

business models

are under

development

Published 2022

Assessment

process fee for

the company

Free of charge BfArM charges

fees in

accordance with

regulations

Assessment and

business models

under

development

Not publicly

defined

The duration of

the assessment

2 months 3 months Not specified Not specified

The publication

portal for

assessments

exists

Yes Yes Under

development

Yes

Suitable for

medical devices

Yes, all classes Yes, classes I, IIa Yes, all classes Yes, all classes

Suitable for

non-medical

devices

Yes No Yes Yes

Suitable for

digital health

products in the

form of native

apps, web apps

or websites

Yes Yes Yes Yes

(continued)
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Table 1. (continued)

Assessment model

Features Digi-HTA Fast-Track

procedure for

DiGA

CEN-ISO/TS

82304-2:2021

NordDEC

Suitable for

digital health

technologies in

addition of

digital health

products in the

form of native

apps, web apps

or websites

Yes, the main

functionality

should be digital.

For example,

digital platforms,

AgeTech, AI, and

robotic solutions

can be assessed

Yes, hardware

components can

be included but

the main

functionality

should be digital

No No

Country of

origin of

evidence

Not specified Studies

performed in the

German

healthcare

context preferred

Not specified Not specified

Link to

reimbursement

process

Not at the

moment. Can be

linked to regional

decisions.

Reimbursement

process under

investigation

Yes, Fast-Track

process

Not at the

moment, but

assessments can

be linked to

national

reimbursement

models

Not at the

moment, but

assessments can

be linked to

national

reimbursement

models

Table 2. Domains included in evaluated assessment frameworks

Assessment framework

Domain Digi-HTA DiGAV CEN-ISO/TS

82304-2:2021

NordDEC

Information about the

product and its

functionalities

Yes Yes Yes Yes

Effectiveness/Clinical

evidence patient and

end-user point of view

Yes,

randomized

controlled

trials (RCTs)

preferred

Yes, RCTs

preferred

Yes, requirements

are based on

Evidence

Standard

Framework (ESF)

Tier levels

Yes,

requirements

are based on

ESF Tier

levels

(continued)
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Table 2. (continued)

Assessment framework

Domain Digi-HTA DiGAV CEN-ISO/TS

82304-2:2021

NordDEC

Effectiveness/benefits

from organizational

point of view

Yes Partly,

improvements

of structure and

processes in

healthcare

should be

patient relevant

Yes, requirements

are based on ESF

Tier levels

Yes,

requirements

are based on

ESF Tier

levels

Cost evaluation Yes, economic

evidence will

be assessed

No, economic

evidence will

not be assessed

No, economic

evidence will not

be assessed

No, economic

evidence will

not be

assessed

Safety Yes Yes, by default,

the CE marking

ensures safety

Yes Yes

Usability Yes, evidence

about end-user

testing is

required

Yes, evidence

about end-user

testing is

required

Yes, evidence

about end-user

testing is required.

Evaluate if the app

is age-appropriate

Yes, evidence

about

end-user

testing is

required

Accessibility Yes,

accessibility

statement

required and

WCAG 2.1.

AA guidelines

should be

followed

Yes, the product

should be

accessible for

people with

disabilities.

Accessibility

statement not

required

Yes, accessibil-ity

statement required

and WCAG 2.1.

AA and AAA

guidelines should

be fol-lowed

Yes,

accessibility

statement

required and

WCAG 2.1.

AA and AAA

guidelines

should be

followed

Technical

stability/robustness

Yes Yes Yes Yes

Interoperability Yes,

integrations

within the

Finnish

healthcare

context

Yes, integrations

within the

German

healthcare

context

Yes Yes

(continued)
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Table 2. (continued)

Assessment framework

Domain Digi-HTA DiGAV CEN-ISO/TS

82304-2:2021

NordDEC

Data security and

protection

Yes, a total of

108 different

categories and

23 category

groups are

covered

Yes, a total of 77

different

categories and

22 category

groups are

covered

Yes, a total of 84

different

categories and 21

category groups

are covered

Yes, a total of

63 different

categories and

18 category

groups are

covered

Robotics Yes, own

domain for

robotics

aspects

No No No

Artificial intelligence Yes, own

domain for AI

aspects

No No No

Ethics No No Yes No

Consumer protection No Yes, own

domain for

consumer

protection issues

Partly Partly

5 Discussion

The aim of this study was to investigate the key features and requirements of existing

well-known HTA models for digital health. This study synthesized the similarities and

differences between the models. The results of the study are intended to facilitate the

further development of the Finnish Digi-HTA model. The goal is to ensure that Digi-HTA

covers as many perspectives of existing well-known assessment models as possible and

to identify key aspects that ensure regulated market access in different countries. The

results of this study can also be utilized as part of international harmonization efforts. The

comparison included the DiGA, CEN-ISO/TS 82304-2:2021, and NordDEC assessment

models, which were found to be the most relevant in the Finnish context.

According to this study, the published assessment framework was available for all

models, but the assessment process was still under development for CEN-ISO/TS 82304-

2:2021 in the Label2Enable project. Only DiGA assessments were linked to a formal

reimbursement process, while in others, this was still under development. DiGA focused

solely on Class I and IIa medical devices, whereas others covered both medical and non-

medical devices. The Digi-HTA model covers the widest range of different digital health

products, such as digital health applications, AI, robotics, and various digital platform

solutions, while others primarily focus on native applications, web-based applications, or

websites. However, in the DiGA process, it is stated that products may include hardware
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components, but the primary functionality must be digital. After completed assessments,

it is crucial that information about the conducted assessments is also publicly dissemi-

nated to all those who need assessment information. All models, except for CEN-ISO/TS

82304-2:2021, had an existing publication portal where completed assessments could be

viewed. The goal of the development of CEN-ISO/TS 82304-2 is that the quality label

obtained through assessments would become a part of app stores or libraries, or it would

be incorporated into trusted websites used by patients or clinicians [9].

Traditionally, key domains of HTA have included effectiveness, costs, and safety

[20]. However, digital health products introduce new key aspects that should also be

considered in addition to these traditional domains [2]. The key observation of this

study was that there was a great deal of similarity in the key domains of all assessment

models, although there were differences in emphasis within these domains. This may

indicate that the entities developing the models have each identified the essential domains

that should be considered in the adoption of digital health products. For example, all

models assess the usability of digital health products, and according to research, the ease

of use of digital health products has been identified as a factor that promotes their use

[2, 21]. Since the DiGA process evaluates only products classified as medical devices,

the safety and functionality of the products are assumed to be demonstrated by the CE

marking. However, additional evidence from the product manufacturer may be required

if necessary. In other models, there were more detailed requirements for product safety

or safety-related company processes. Only the Digi-HTA model included the evaluation

of costs as part of the assessment process. In other models, there was a requirement that

the costs associated with using the product should be communicated transparently to end

users. Even though only DiGA included its own domain on consumer protection, in other

models as well, except in Digi-HTA, these perspectives had been partially addressed.

For instance, CEN/ISO TS 82304-2:2021 required that age restrictions for applications

should be clearly communicated to consumers.

All models assessed data security and privacy issues, which should fundamentally

be in order for all digital health products to ensure user trust and prevent the leakage

of sensitive information to unauthorized parties [21, 22]. In the domain of data security

and privacy, the Digi-HTA model had the broadest coverage. For example, CEN/ISO

TS 82304-2:2021 focuses on digital health applications, while Digi-HTA covers the

entire IT system. The former has very few requirements beyond applications. Digi-

HTA model’s data security and protection requirements covered 108 categories and

23 different category groups, while NordDEC’s requirements were the most limited,

encompassing 63 categories and 18 category groups.

Digital health products or services have the potential to offer benefits to patients,

but also to healthcare service providers, for example, through improved efficiency in

care processes [23]. Each evaluated model assesses effectiveness/clinical benefit from

the patients’ perspective. The DiGA process emphasizes, in all aspects of product ben-

efits, that the achieved benefits must be relevant to the patients. Benefits solely from

the perspective of healthcare organizations are not sufficient evidence of effectiveness

in the DiGA procedure. However, in other models, benefits obtained solely from the

organization’s perspective, such as improvements in care processes, are also considered.
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CEN-ISO/TS 82304-2:2021 and NordDEC assessment models define the required evi-

dence of product benefits based on the Evidence Standard Framework (ESF) developed

by the National Institute for Health and Care Excellence (NICE). According to the ESF,

products are classified into three different categories (Tier A, B and C) based on the

potential risk they may pose. The higher the risk classification, the more compelling

evidence is required. Digital health products that do not have direct outcomes related

to patient health or care, but instead provide system services aimed at saving time or

cost, are included in Tier A. [24] The DiGA process emphasizes that studies should be

conducted in Germany or companies must demonstrate that research results from other

countries can be transferred to the context of German healthcare. In other models, the

origin of research results is not precisely defined. However, in the Finnish Digi-HTA pro-

cess, it is always assessed on a case-by-case basis whether the results can be transferred

to the context of Finnish healthcare.

The three key separate comparative works, on which the synthesis of this study is

based, were conducted between May 2022 and April 2023 [17–19]. At the time of the

study, these three assessment models, namely DiGA, CEN-ISO/TS 82304-2:2021, and

NordDEC, were considered the most relevant for conducting the comparative work in

the Finnish context. However, since then, new assessment models have been published,

with one of the most significant being the French Early Access to Reimbursement for

Digital Devices (PECAN) assessment and reimbursement model released in the spring

of 2023. The process defines assessment and reimbursement models for products that

can be included in the categories of DTx and remote monitoring. The PECAN process

is designed for products classified as medical devices. However, unlike the German

DiGA process, products from all risk classes can be included in the process [7, 25]. The

ongoing development of models emphasizes the need to continue comparative work to

identify all key perspectives that should be included in HTA models assessing digital

health products.

6 Conclusion

In this study, the key features and requirements of four different assessment models for

digital health were analyzed. The study included the Digi-HTA, DiGA, CEN-ISO/TS

82304-2:2021, and NordDEC assessment models. There was a great deal of similarity

in the evaluated models, although certain differences in emphasis were found. The key

differences relate to reimbursement process, maturity of the assessment process and sup-

ported product categories as well as cost and effectiveness evaluation. The information

from this study can be utilized in the harmonization efforts of HTA models for digital

health.
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Abstract. Chronic diseases strain global healthcare economically, and integrating

digital solutions are proposed to help in meeting the rising demand. Digital health

interventions (DHIs) offer promise for personalized, and cost-effective health ser-

vices, however, factors influencing their uptake remain unclear. We examined

whether the probability of lifestyle DHI uptake varies among individuals with

different educational levels and lifestyles, based on their attitudes and usage of e-

services. We also examined the effect of sex and age, and the association between

DHI uptake and both educational attainment and overall lifestyle. A possibility

to start using a web-based lifestyle DHI was offered to a subgroup (n = 6978) of

Healthy Finland survey participants and adjusted logistic regression models were

used to investigate the factors affecting uptake. We found that higher education

and healthier lifestyle, as indicated by lifestyle score, were related to higher odds

of DHI uptake. However, the effects of age, sex, independence of e-service use,

and competence to use online services varied across lifestyle score groups. No

significant interactions were observed related to educational attainment. These

results imply that lifestyle DHIs are less likely to reach individuals with less-

healthy lifestyle habits and lower educational attainment. In addition, some pre-

dictors affected the uptake differently across lifestyle score groups, suggesting that

implementations of DHIs might attempt strategies to optimize the participation

rates in especially targeted subgroups.

Keywords: Digital health intervention · Lifestyle · Education · Uptake

1 Introduction

Chronic diseases pose a significant global health challenge, imposing a growing eco-

nomic burden on healthcare services [1, 2]. Digital solutions integrated into service

pathways have been proposed to offer a solution to increasing service demand.
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Lifestyle habits play an important role in individual’s health, with factors like smok-

ing, unhealthy diets, and physical inactivity contributing to several chronic diseases [3].

Adopting a healthy lifestyle can reduce the risk of such diseases by up to 80% [3]. Dig-

ital health interventions (DHIs) are interventions utilizing digital technologies (such as

apps, digital platforms, and wearables) to enhance individual’s health [4]. DHIs hold the

potential to improve personalization, accessibility, and effectiveness of health-promoting

services, while concurrently reducing scaling-up costs [5]. Despite the enormous poten-

tial of DHIs, our understanding of the factors influencing their uptake remains lim-

ited. Understanding these factors can help researchers and healthcare providers develop

targeted interventions, thereby enhancing effectiveness.

In addition to lifestyle-related factors, educational level has also been shown to

be associated with health [6]. Individuals with higher educational attainment generally

experience better health and longer lives compared to those with lower educational

attainment [6, 7]. When aiming to large-scale implementation of DHIs, it is essential to

understand whether the intended population is reached. Particularly, the uptake of the

DHI among individuals with less-healthy lifestyle habits and lower educational levels is

crucial, as these groups are at a heightened risk of experiencing poorer health outcomes.

Previous research has focused on examining the lifestyle habits of users of health

apps, but this approach introduces a potential bias, as the usage of the app itself may

already impact lifestyle habits. The studies regarding health app users suggest a con-

nection between smoking and health app usage [8], but findings on diet quality are

controversial [9–11]. Regarding education, existing evidence suggests that individuals

with higher educational levels are more inclined to use health apps [9, 12, 13]. Nonethe-

less, not all studies have found this association [14]. Other critical factors that could

impact the uptake and adoption of DHIs are the previous use of electronic services and

individuals’ attitudes towards such services. Although the influences of these aspects

remain largely understudied, there is some evidence suggesting that privacy concerns

might play a significant role [15].

The main aim of the current study was to examine whether probability of DHI uptake

in individuals with different educational levels and lifestyle vary based on their attitudes

and usage of e-services. We also examined the effect of sex and age, and the association

between DHI uptake and both educational attainment and overall lifestyle.

2 Methods

2.1 Participants and Study Design

This cross-sectional study was a sub-study of a Healthy Finland Survey [16], where a

questionnaire on health, well-being and service use was sent to randomly selected persons

over the age of 20, representing the entire adult population of Finland. Finnish speaking

individuals aged 20 to 74 years who had answered the Healthy Finland questionnaire by

the end of 2022 and who were not invited to participate to a health examination part of

the main study, were considered eligible for this current study. An SMS invitation was

sent in February 2023 to all eligible individuals with a known phone number (n = 4978

[71%]). Additionally, 2000 (29%) individuals from the rest of the eligible population

were sampled based on 5-year age-groups to receive a letter invitation in February
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2023. The invitation letter included web address and SMS message a direct link to the

project’s web page where information regarding the study, a link to the lifestyle DHI

app (BitHabit), and brief information about the app and instructions on how to begin

the use were given. Three participants asked their data to be removed resulting in a

final sample size of 6975 individuals. The ethical approval for the study was obtained

from the research ethics committee of the Finnish Institute for Health and Welfare

(THL/5335/6.02.01/2022).

2.2 Digital Health Intervention App (BitHabit)

The BitHabit web-based app was developed to support the formation of healthy lifestyle

habits in adults at an increased risk of type 2 diabetes [17, 18]. It is based on habit

formation and self-determination theories and it aims to help the app user to try small

healthy habits in their everyday life, gradually building a healthier, permanent lifestyle.

Invitees had approximately three weeks to start using the app, and those who began

using it within this timeframe were considered as having started using the app. To log

into the app, the users had to provide a phone number and a user id that was given in the

invitation. The uptake of the app was defined as accepting the invitation to participate,

agreeing to the terms of the BitHabit app, and registration to the app with a phone number

and user id.

2.3 Study Variables

Age and sex were obtained from Finnish National Population Register and all other

study variables were obtained from the Healthy Finland survey. Age was categorized

into four classes (20 – 34, 35 – 49, 50 – 64, 65 – 74 years).

The participants’ educational levels were assessed by asking about the number of

years of education. We categorized the participants within each age group into three

education level groups (low, middle, and high) by dividing them into tertiles based on

the length of their education. Overall lifestyle was evaluated with a summary score

on questions about diet quality, amount of sleep (do you get enough sleep: yes, almost

always or often, rarely or hardly ever, or not sure), smoking (daily, occasionally, not at all,

or have never smoked) and amount of physical activity (whether or not, the participants

achieve the Finnish physical activity recommendations). Diet quality included questions

related frequency of consumption of different foods and drinks, and quality score was

created following a method by Lindström et al. [19]. A higher lifestyle score indicated

healthier lifestyle. The participants where then assigned into three groups based on their

score (low, middle, high).

Use of electronic services was assessed in 6 categories: independence of e-service

use, competence to use e-services, non-accessibility of e-services, concerns about data

security, poor internet connections, and perceived benefits of e-services. Individual

answers were used as categories for all questions except for perceived benefits of e-

services. For the latter, a summary score was calculated based on participants’ level of

agreement with six claims, and then assigning the participants into three groups based

on tertiles. Questions and the answer options are presented in Table1.
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Table 1. Questions used to assess the use of electronic services

Category Question(s) Answer options

Use of e-services Do you use the Internet to access

e-services (e.g. My Kanta,

MyTax, OmaKela)?

1) I use it independently, 2) I

use it with another person’s

help or someone else uses it

on my behalf, 3) I don’t use

it

Competence to use

e-services

How would you rate your

competence to use online services

(on a computer or smartphone)?

1) No competence or low

competence, 2) Moderate

competence, 3) High or very

high competence

Non-accessibility of

e-services

How do you feel about the

following statement: the electronic

services are not accessible to me

e.g. due to my visual impairment

1) Completely agree or

somewhat agree, 2) Neither

agree nor disagree, 3)

Somewhat disagree or

strongly disagree

Data security How do you feel about the

following statement: I am

concerned about data security

when it comes to my personal

details

1) Completely agree, 2)

Somewhat agree, 3) Neither

agree nor disagree, 4)

Somewhat disagree, 5)

Strongly disagree

Data connections How do you feel about the

following statement: data

connections are poor in my area

1) Completely agree or

somewhat agree, 2) Neither

agree nor disagree, 3)

Somewhat disagree or

strongly disagree

Benefits of digital

services

Electronic services… 1) Help me

to assess the need for services, 2)

Support me in finding and

choosing the most suitable

services, 3) Make it easier for me

to use services regardless of where

I am and when, 4) Make it easier

for me to collaborate with

professionals 5) Help me to take

an active role in looking after my

own health and welfare, 6) Help

me to take care of the health,

welfare and functional capacity of

family or friends

1) Completely agree, 2)

Somewhat agree, 3) Neither

agree nor disagree, 4)

Somewhat disagree, 5)

Strongly disagree

2.4 Statistical Methods

Logistic regression models were used to assess the associations of education level and

lifestyle with the uptake of the DHI as well as the interaction of either lifestyle or

education level and age, sex, and use of e-services. The results are presented as adjusted
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odds ratios (aORs) with 95% confidence intervals (CIs). The models were adjusted for

contact method (SMS or letter), age, sex, and annual household income. Model implied

probabilities of uptake, shown in Fig. 1, 2, and 3, were calculated for a hypothetical

population distributed uniformly over the adjusted covariates. The confidence intervals

for the probabilities were obtained by non-parametric bootstrap methods, using 1000

bootstrapped samples of the study population.

The overall significance of the associations between the categorical predictors and

the outcome were assessed with likelihood ratio tests (LRT), for which p-values less

than 0.05 were determined to indicate significant associations. The R software, version

4.3.2. Was used to perform all statistical analyses [20].

3 Results

Of the 6975 (57% females) invitees, 1282 (67% females) started using the application.

The distribution of sex, age, education, and lifestyle score is presented in Table 2 for

those who started using the app and those who did not. Information regarding educational

attainment was missing from 95 participants and lifestyle score was missing from 886

persons due to a missing answer in one or more of the sub questions.

Table 2. Comparison of sex, age, lifestyle score, and education among those who started using

the DHI app, those who did not, and total population. Data presented as N (%).

All Started using DHI Did not start using the DHI

Sex

Female 3975 (57%) 868 (67%) 3107 (55%)

Male 3000 (43%) 419 (33%) 2581 (45%)

Age (years)

20 – 34 1229 (18%) 250 (19%) 979 (17%)

35 – 49 1254 (18%) 303 (24%) 951 (17%)

50 – 64 2066 (30%) 361 (28%) 1705 (30%)

65 – 74 2426 (35%) 373 (29%) 2053 (36%)

Lifestyle score

Low 1150 (19%) 172 (15%) 978 (20%)

Middle 2350 (39%) 422 (36%) 1928 (39%)

High 2588 (43%) 576 (49%) 2013 (41%)

Education

Low 1791 (26%) 206 (16%) 1585 (28%)

Middle 3036 (44%) 549 (43%) 2487 (44%)

High 2053 (30%) 522 (41%) 1531 (27%)
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Fig. 1. Probabilities (with 95% CI) of DHI uptake in different lifestyle score and educational

groups by age and sex.

Overall lifestyle and educational level were significantly associated with DHI uptake.

Higher odds of DHI uptake were found in those with higher educational level (middle

vs. low: aOR: 1.52, 95% CI: 1.27–1.82; high vs. low: 2.19, 1.82–2.63). Those with

healthier overall lifestyle score had also higher odds of the DHI uptake (middle vs. low:

1.25, 1.03–1.53; high vs. low: 1.58, 1.30–1.93).

The interaction analyses did not reveal statistically significant interaction between

education and either age or sex, but the interaction between lifestyle and age (p = 0.001)

and sex (p = 0.029) was significant. In all lifestyle score groups men had significantly

lower odds for DHI uptake than women but this difference was smallest in the low

lifestyle score group (low aOR: 0.70, 0.50–0.98; middle 0.43, 0.34–0.54; high 0.60,

0.49–0.74). When comparing the uptakes in different lifestyle and age groups, in high

lifestyle score group oldest participants (60–74-years) had significantly higher odds for

uptake compared to youngest group (1.40, 1.03–1.90). On the contrary, in the middle

lifestyle score group oldest age group had significantly lower odds for uptake than the

reference youngest group (0.65, 0.46–0.92). In the low lifestyle score group, no age group

differed significantly from the reference group. The probabilities for each category are

presented in Fig. 1.

The interaction analyses regarding lifestyle and use of e-services revealed a signif-

icant interaction between lifestyle and independence of e-service use (p = 0.042) and

competence to use online services (p = 0.039). Within-group comparisons showed that
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Fig. 2. Probabilities (with 95% CI) of DHI uptake in different lifestyle groups with use of e-

services.

in low and middle lifestyle score groups those reporting to use e-services independently

had significantly higher odds of DHI uptake than those who do not use e-services (low:

3.47, 1.07–11.2; middle 9.74, 3.07–30.86). In high lifestyle score group, those reporting

to use e-services with help (5.01, 1.54–16.31) or independently (6.43, 2.35–17.62) had

significantly higher odds to start using the DHI than those who did not report to use e-

services. Regarding competence to use e-services, in low lifestyle score group those with

high or very high competence had significantly higher odds for DHI uptake than those

with no or low competence (2.44, 1.30–4.6). In middle and high lifestyle score groups

those with moderate competence (middle: 2.72, 1.42–5.22; high: 2.33, 1.31–4.17) or

high or very high competence (middle: 6.20, 3.30–11.64; high: 3.93, 2.22–6.95) had
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higher odds of uptake than those with no or low competence. Other interactions with

lifestyle were non-significant. The probabilities for each category are presented in Fig. 2.

There were no significant interactions between educational attainment and any of the

use of e-services variable. Probabilities for different educational groups are presented in

Fig. 3.

Fig. 3. Probabilities (with 95% CI) of DHI uptake in different educational groups with use of

e-services.
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4 Discussion

Our study showed that higher education and healthier lifestyle as indicated by higher

lifestyle score are related to higher odds of lifestyle DHI uptake. However, we found

that the effects of age, sex, independence of e-service use, and competence to use online

services varied across lifestyle score groups. No significant interactions were observed

related to educational attainment.

Lifestyle interventions, including DHIs, would be most effective in decreasing the

burden of chronic diseases if they would reach individuals with less-healthy lifestyle.

Reaching these individuals is crucial for preventive healthcare as these individuals are

at higher risk for chronic diseases [3]. While analyzing overall barriers and facilitators

of DHI uptake is crucial, a deeper understanding of these factors in various subgroups is

equally essential. Firstly, adjusted logistic regression revealed that those with healthier

lifestyle have higher odds of the DHI uptake. These results imply that when offering

DHIs, we might not efficiently get individuals with less-healthy lifestyle habits to start

using DHIs. Secondly, we found significant interactions between lifestyle groups and

variables related to skills on e-service use. These findings suggest a nuanced relationship

between DHI uptake, lifestyle, and competence or independence of e-service usage

highlighting the importance of digital proficiency across lifestyle strata. Interestingly,

significant interactions also between lifestyle groups and both age and sex were observed.

In the group with the least beneficial lifestyle the probability of uptake was lowest in the

oldest age group but in group with best lifestyle the probability of uptake was highest in

the oldest age group. Thus, when targeting older adults with less-healthy lifestyle habits

there is a need for tailored recruitment strategies and interventions.

While higher educational attainment was related to higher probability of DHI uptake

the effects of age, sex and use of e-services did not seem to vary across educational levels.

The uptake probability was consistently higher in those with more favorable attitudes

and better skills on using e-services. The results regarding the association between

education and DHI uptake in the whole study population align with earlier evidence on

health app usage [9, 12, 13]. While these results show the importance of education on

DHI uptake, the differences in DHI uptake among individuals with different educational

attainment does not vary based on their digital literacy. These results regarding education

imply a potential existence of a digital divide, wherein individuals with lower education

levels may be at a disadvantage when it comes to using digital tools for managing their

health. This may have a potential to worsen health inequalities as individuals with lower

educations are at a heightened risk of experiencing poorer health outcomes.

Strengths of this study include large sample size and the available knowledge of the

background characteristics of the whole approached population, instead of only studying

health app users that is a common approach in prior research. This study was conducted in

Finland and the caution should be exercised in generalizing these findings to populations

in other countries with potentially different cultural, social, and economic contexts.
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Abstract. Background: Digital preparation programs for day surgery are now

available through smartphones; however, research on the effectiveness of digital

interventions among parents is lacking.

Aim: This study aimed to assess the effectiveness of a mobile application

intervention in preparing parents for pediatric day surgery and to describe the

correlations between parents’ anxiety, stress, and satisfaction.

Methods: A total of 70 parents of preschool children who were scheduled

for elective day surgery were randomly divided into two groups: the intervention

group (IG; n = 36) and the control group (CG; n = 34). The study took place in

the pediatric day surgical department of a university hospital in Finland. The IG

used a mobile application, while the CG used routine methods. Parents’ anxiety,

stress and satisfaction were measured using validated instruments.

Results: There was no significant difference in parental anxiety levels between

the two groups, both before and after the surgery. After the surgery, both groups

of parents reported feeling less anxious while at home. Pre-surgery, most parents

experienced no/mild stress at home. However, post-surgery, intervention group

parents reported significantly less stress at home than control group parents. The

mean VAS score for parents’ satisfaction in both groups was high: 8.8 for the inter-

vention group (SD 1.9) and 8.6 for the control group (SD 0.9). These mean scores

did not significantly differ. Anxiety, stress, and satisfaction showed a significant

correlation in most cases at both T1 and T4.

Conclusions: A mobile application can serve as an alternative to the traditional

method of preparing parents for pediatric day surgery.
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1 Introduction

Globally, there is an increase in the number of day surgery procedures being performed on

children [1–4]. Children can return home and resume normal activities the same day after

day surgery. Parents must be educated about the different stages involved in day surgeries

[5, 6]. Parents often face anxiety and stress when preparing their child for surgery, as they

must bear responsibility and provide support [7–9]. Digital preparation programs for day

surgery are now available through smartphones, thanks to advancements in information

and communication technologies [10, 11].

1.1 Background

In day surgery, parents should be informed about the procedure to improve cooperation

between the child and healthcare staff. Research indicates that parental anxiety and

stress can be transmitted to children, leading to feelings of pain and fear [7–9, 12, 13].

Parents often feel anxious during their child’s surgery due to a lack of control in a new

environment [14]. This can result in feelings of guilt, lack of awareness, separation

anxiety, and loss of control. Preparing children for day surgery can be a challenging task

for parents who need to address their concerns and prevent negative experiences such as

anxiety and stress [14]. Parents should support their child experiencing fear and anxiety,

as these dynamics can negatively impact day surgery procedure and recovery [5, 6, 15,

16]. The situation can be challenging for children due to their active imaginations, which

are stronger at younger ages and prevent them from employing abstract logical thinking

[17].

Insufficient time for preparation has been associated with increased levels of anxiety

and stress among parents [11]. While there is considerable knowledge on preparing

parents for day surgery [5, 7, 18], there is lack on knowledge about the effectiveness of

digital a interventions in surgical preparation [19]. According to Liu et al. [19] the mobile

application was effective in preparing parents for their child’s hernia surgery. According

to the findings, the application resulted in higher parental awareness and decreased the

number of surgery cancellations [19].

Smartphones and their applications are integral to daily life. The WHO [20] has

reported that digitalization supports human health, improves access to quality health

services and enhances the efficiency of health systems. Integrating multiple methods

before, during, and after day surgery may increase effectiveness. To optimize solutions

that benefit both parents and children, it’s crucial to identify the key factors that lead to

the best outcomes [21]. This study was conducted to determine if a mobile application

intervention, which included audio-visual content, instructions, images, and timelines,

was effective to decrease parental anxiety and stress. Mobile application interventions

for pediatric day surgery preparation in parents have not been widely studied. Previ-

ous research has mainly concentrated on studying different age groups and children

with long-term illnesses [22]. Research on digital interventions to support families and

children is still lacking [23].
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2 Methods

2.1 Aim

This study aimed to assess the effectiveness of a mobile application intervention in

preparing parents for pediatric day surgery. Our hypothesis was as follows: parents in

the intervention group have lower levels of anxiety (primary outcome) and stress during

the day surgery process, as well as be more satisfied with the preparation they received

(secondary outcomes), than parents in the control group. The study also aimed to describe

the correlations between anxiety, stress and satisfaction experienced by parents.

2.2 Design

The study was designed as a randomized controlled trial (RCT) with two groups.

2.3 Participants

The study was carried out between 2018 and 2019 at the pediatric day surgical department

of one university hospital in Finland. The study included parents of children ages 2–6

who had elective day surgery under general anesthesia. (Table 1). The mobile application

allowed parents to prepare their children up to 3–4 weeks prior to the operation. The

sample size calculation was based on the study of Kain et al. [24]. They found that

46% of parents experience anxiety before their child’s surgery, according to the State-

Trait Anxiety Inventory (STAI) as the primary outcome. For this study, we used an

independent-sample t-test with an alpha value of 0.05 and 80% power. Based on this,

we estimated that we would need 50 participants in total, with 25 participants in the

intervention group and 25 participants in the control group. Sample size adjusted for

30% dropout rate, resulting in 70 parents: 51% (36 parents) in the intervention group

and 49% (34 parents) in the control group.

Table 1. Study inclusion criteria.

Context Inclusion criteria

Child surgery Hernias, foreskin stenosis, testicular repairs, skin and subcutaneous

tissues, orthopaedics

Risk classification ASA 1–2

Pain management Pre-medicated analgesic and local anesthesia after surgery

Pre-medication If needed

Parents Parents who have an Android or iOS phone, iPad, or internet browser

can have access

Other criteria Families with Finnish-speaking
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Participants Randomization

The eligible participants were divided into five age groups (2, 3, 4, 5, and 6 years) and then

randomly assigned to each group with a 1:1 ratio using stratified simple randomization

[25]. The researcher prepared two envelopes beforehand; one for 2-year-olds and the

other for children up to six years old. Each age group envelope contained 10 notes: 5 for

the intervention group and 5 for the control group. The researcher randomly selected one

note from the envelope after a phone call with the parents to determine the family’s group

assignment. Both the participants and the researcher did not know the group allocation

beforehand, and ethical rules were followed. A flow chart is shown in Fig. 1.

Fig. 1. The study CONSORT diagram.
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2.4 Participants Randomization

Development of the Mobile Application

A mobile application (BuddyCare) was developed in collaboration with the pediatric hos-

pital unit and the commercial company to support parents before and after surgery. The

application offered clear and easy-to-follow instructions for parents in various formats,

including videos and photos from the pediatric day surgery unit, guidance on surgery

and pain care, directions to the hospital and the ward, notifications, required forms, as

well as written instructions. The application lacked a chat feature through which users

could communicate with healthcare providers. Users shared this information with the

hospital, allowing healthcare professionals to stay on track with the parents’ preparation

for the pediatric surgery.

Mobile Application for Parents

The intervention was tested on five families in the pediatric day surgical department

between December 2016 and January 2017 using a mobile application. The hospital staff

distributed materials to parents via an automated system upon surgery confirmation. The

application allowed for the completion of pre-information forms and reminders about

preparing the child and provided necessary surgery information. Parents could access

the application conveniently and contact the hospital if needed.

Parents in the intervention group were given access to the BuddyCare application

or web portal three to four weeks prior to pediatric day surgery. The application pro-

vided color-coded reminders before the surgery, using a timeline with spacers for easy

understanding. All parents were provided with identical information, but they had the

freedom to select the materials they preferred and the amount they wanted to use. The

forms were then sent to the hospital staff in day surgery unit. The nurses kept a close

eye on the application’s usage, and no problems were reported.

Traditional Preparation for Parents

For pediatric day surgery, parents in the control group were provided with written instruc-

tions and a video and were given a possibility to contact the hospital if needed. One day

prior to the day surgery, a nurse reached out to the parents and provided them with the

date and time of the surgery. During the call, the nurse checked the child’s health and

filled out a form with information provided by the parents. The form contained questions

about the child’s allergies, underlying medical conditions, and current health status. The

nurse provided instructions to parents on when it was allowed to drink and eat before

the surgery, and how to prepare for arrival at the hospital. Additionally, parents were

given the opportunity to ask any questions they may have had. This call was similar to

the intervention provided through the mobile application.

2.5 Data Collection

The researcher contacted each parent to inquire about participation. Before that a pedi-

atric surgeon had evaluated the need for surgery and secretaries had been trained by

the researcher identified participants based on inclusion criteria. The intervention group
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received instructions for a mobile application to help prepare for surgery, while the

control group received conventional instructions.

Parents brought a consent form and first measurements including demographic data

and self-reported stress and anxiety, to the hospital (T1). Before taking measurements,

the nurses were not informed whether the families belonged to the intervention or control

group, and the researcher did not participate in data collection. The data on parents’ stress

levels before (T2) and after (T3) their child’s surgery in the hospital was collected by the

nurse. Afterwards (T4), the parents assessed their anxiety, stress, and satisfaction with

their childs’ preparation (Fig. 1).

Measurements

For this study, the State-Trait Anxiety Inventory (STAI) S-Anxiety scale was used. This

scale comprised of 20 items that were rated on a four-point Likert scale to measure

the levels of anxiety experienced by parents. The responses ranged from “rarely” to

“almost constantly.” The total score for the S-Anxiety scale ranged from mild anxiety

(20 to 39) to moderate anxiety (40 to 59) and finally to intense anxiety (60 to 80) [26].

According to the study of Gustafson, the internal consistency of STAI has demonstrated

good reliability [27].

The Verbal Rating Scale for Stress (VRSS) is a tool that was used to evaluate the

parents’ stress levels. The scale ranged from 0 to 5, where 0 indicated no stress at all

and 5 indicated the highest possible level of stress. The VRSS has demonstrated good

reliability and validity in Alven’s research [28].

The satisfaction levels of parents were measured using the Visual Analogue Scale

(VAS). This scale consisted of a 100 mm line, with “I was not satisfied” marked at

one end and “I was delighted” marked at the other. Parents indicated their level of

satisfaction by marking the line at a point between 0 and 10. The VAS is a reliable and

valid measurement tool [29].

2.6 Ethical Issues

The study conducted followed the Helsinki declaration and was approved by the Northern

Ostrobothnia Regional Ethics Committee Board (EETTMK: 53/2017). At all stages of

the research, ethical considerations were considered, including privacy, data protection,

and participants’ right to information, respect, and honesty. Parents were informed about

the study on preparing their child for day surgery and written consent was obtained.

2.7 Data Analysis

All statistical analyses were conducted using the IBM SPSS statistical software for

Windows (version 27; SPSS Inc., Chicago, IL). The t-test was used to assess the sig-

nificance of between-group differences in the measured variables, while the Chi-square

test was employed to compare the changes within and between pre-operative (T1, T2)

and post-operative (T3, T4) measurements. Repeated Measures Analysis of Variance

revealed differences between the intervention group and the control group in the STAI

pre-surgery (T1) and post-surgery measurements (T4). The significance level for statis-

tics was set at p < 0.05. Parental anxiety was assessed before and after the day surgery,
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and the scores of all parents in each group were summed up to calculate the average

anxiety. Additionally, Spearman’s rho coefficient (T1, T4) was used to examine the

correlations between anxiety, satisfaction, and stress.

2.8 Validity and Reliability

The nurses who took part in data collection were given training by a researcher (HK).

Buddy Healthcare employees trained the hospital staff on how to use the mobile appli-

cation intervention. The study results were reported in accordance with the CON-

SORT Statement [30] and registered at ClinicalTrials.gov (NCT03774303). The data

was collected by parents using validated measurements.

3 Results

3.1 Demographic Data

In this study, 70 parents were involved, with 36 in the intervention group and 34 in the

control group. Before randomization, six families refused to participate in the study,

citing reasons such as lack of time (n = 3), fear of surgery (n = 1), language barriers (n

= 1), and recent participation in another study (n = 1). The loss rate for the interven-

tion group was 22%, while the control group had a 24% loss rate. Apart from gender

distribution, no significant differences were found in the demographic data (Table 2).

3.2 Anxiety

The study found no significant difference in anxiety levels between the intervention and

control groups before and after surgery. Pre-operative anxiety score was 36.7 (SD 9.9;

78%) in the intervention group and 36.9 (SD 12.3; 76%) in the control group (p = 0.95).

Post-operative anxiety score was 28.1 (SD 6.9; 67%) in the intervention group and 30.2

(SD 7.06; 50%) in the control group (p = 0.34).

Most of the parents in both groups experienced mild anxiety before (in the interven-

tion group 68% and in the control group 69%; p = 0.77) and after the surgery (in the

intervention group 88% and in the control group 94%; p = 0.63).

The results indicated a significant decrease in anxiety levels for both the intervention

and control groups after surgery (IG: p = 0.003; CG: p = 0.002). There was no signif-

icant difference in anxiety levels between the two groups (p = 0.13). Parental anxiety

decreased overall from pre-surgery (mean 36.3, SD 10.3) to post-surgery assessment

(mean 29.4, SD 6.9).

3.3 Stress

The stress levels experienced by parents in both groups at home were similar before

surgery. The majority of parents in both groups did not experience any stress or only

experienced mild stress. Specifically, 61% of parents in the intervention group and 50%

in the control group reported no or mild stress, with no significant difference between
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Table 2. Demographic data for the participants.

Intervention group

n (%)

Control group

n (%)

Total

n (%)

p-value

Participants 28 (51.8%) 26 (41.9%) 54 (100%)

Parents age category (years)

25–30

31–35

36–40

41-over 50

8 (28.6)

6 (21.4)

10 (35.7)

4 (11.3)

6 (23,.1)

6 (23.1)

10 (38.4)

4 (15.4)

14 (25.9)

12 (22.2)

20 (37.0)

8 (14.9)

ns

Gender

Female

Male

28 (100.0)

0

19 (73.1)

7 (26.9)

47 (87.0)

7 (13.0)

0.004

Marital status

Married

Cohabitation

Single parent-other

21 (75.0)

5 (17.8)

2 (7.2)

20 (76.9)

6 (23.1)

0 (0.0)

41 (75.9)

11 (20.3)

3 (3.8)

ns

Educational level

No education

Vocational education or

A college- or polytechnic

education

University education

1 (3.6)

22 (78,6)

5 (17.8)

2 (7.7)

18 (69.2)

6 (23.1)

3 (5.6)

40 (74,0)

11 (20.4)

ns

Child’s age (years)

2–4

5–6

13 (46,4)

15 (53.6)

11 (42.3)

15 (57.7)

24 (44.5)

30 (55.5)

ns

Previous hospital experience

No

Yes, once or many times

10 (35.7)

18 (64.3)

13 (50.0)

13 (50.0)

23 (42.6)

31 (57.4)

ns

ns = non-significant

the groups (p = 0.61). However, before surgery at the hospital, most parents in the

intervention group felt mild stress (77%) or moderate to intense stress (23%), while in

the control group, 23% of parents felt no stress. There was a statistically significant

difference between the groups, with a p-value of 0.02. After surgery at the hospital, most

parents in both groups experienced no stress, with 47% in the intervention group and

50% in the control group reporting no stress (p > .99). After surgery at home, none of the

parents in the intervention group, but 18% of parents in the control group experienced

moderate to intense stress. The groups showed a statistically significant difference (p

= 0.05). The stress levels decreased significantly after surgery in both groups, with a

significant decrease observed for both the intervention group (p = 0.003) and the control

group (p = 0.004) from T1 to T4.
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3.4 Satisfaction

The mean VAS score for parents in both groups was high: 8.8 for the intervention group

(SD 1.9) and 8.6 for the control group (SD 0.9). These mean scores did not significantly

differ (p = 0.794). Of the parents who participated in the research, 10 (24%) gave the

maximum score of 10 when asked about preparation, 11 (27%) scored the preparation as

9–9.9, and 11 (27%) scored their satisfaction with the preparation as 8–8.9. The results

revealed that 20% of parents were not completely satisfied.

3.5 Correlations Between Anxiety, Stress and Satisfaction

Before the surgery (T1) there was a significant correlation between the anxiety experi-

enced by parents and the perceived satisfaction in the intervention group (-0.624; p =

0.002) but not in the control group (−0.449; p = 0.071). After the surgery (T4) there was

a significant correlation between the anxiety experienced by parents and the perceived

satisfaction in both groups (IG; -0.565; p = 0.05) and (CG; -0.640; p = 0.006) (Fig. 2).

Fig. 2. Correlation between anxiety and satisfaction levels of parents in the intervention and

control groups, before (T1) and after (T4) pediatric day surgery at home.

Before the surgery (T1) there was a significant correlation between the stress experi-

enced by parents and the perceived anxiety in both groups (IG; 0.527; p = 0.004 and CG;

0.823; p = 0.000). After the surgery (T4) there was a significant correlation between the

stress experienced by parents and the perceived anxiety in the CG (0.725; p = 0.001),

but not in the IG (0.159; p = 0.457) (Fig. 3).

Before the surgery (T1) there was not a significant correlation between the stress

experienced by parents and the perceived satisfaction in both groups (IG; 0.028; p =

0.903 and (CG; −0.229; p = 0.260). After the surgery (T4) there was also not a significant

correlation between the stress experienced by parents and the perceived satisfaction in

both groups (IG; 0.204; p = 0.351 and CG; −0.476; p = 0.053) (Fig. 4).
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Fig. 3. Correlation between stress and anxiety levels of parents in the intervention and control

groups, before (T1) and after (T4) pediatric day surgery at home.

Fig. 4. Correlation between stress and satisfaction of parents in intervention and control groups

before (T1) and after (T4) pediatric day surgery at home.

4 Discussion

This study evaluated the effectiveness of a mobile application intervention for parents

of preschool children who are preparing for day surgery. The intervention had no effect

on reducing parents’ anxiety levels, but parents in both groups experienced a significant

decrease in anxiety levels when comparing before to after the surgery. Before surgery,

only a small percentage of parents in the intervention group experienced mild stress,

compared to the control group where 23% of parents experienced mild stress. Parents in

the intervention group experienced less stress after surgery, and both groups showed a
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decrease in stress levels. Anxiety, stress, and satisfaction were significantly correlated,

highlighting the importance of considering parental anxiety. The mobile application

offers affordable parental support, encouraging future usage.

Based on the findings, it is common for parents to experience mild anxiety and

stress prior to their child’s day surgery; a similar finding was reported by Justus [15].

It was noteworthy that parents in the control group experienced at home more post-

surgery stress than parents in the intervention group. This finding may be explained by

parents’ concerns about the child’s recovery, pain management, and possible nausea,

among others. Previous studies have found that parents want to take responsibility for

supporting their child in the best possible way [5, 6]. This means that parents still have a

significant burden to bear at home after the procedure and, as such, they will need support,

help, and adequate follow-up instructions from healthcare providers during this period.

In addition, parental anxiety and stress transmission to a child is known to cause fear and

pain among children, which can affect their post-surgery recovery [16]. To counteract

this, healthcare providers should pay attention to the continuity of post-surgery care.

This is an important research topic for the future, as the number of day surgeries among

preschool children is increasing on a global level.

The families who participated in the study expressed overall satisfaction with the

preparation they received for day surgery, though it is important to note that the proce-

dure can be a significant event for both the child and their family [31, 32]. Therefore,

preparation for day surgery should consider the whole family’s needs and be flexible and

supportive. Hospitals should prioritize the development of tools that are family-oriented

and take into account the needs of each individual when it comes to preparation [33, 34].

This can help strengthen parents’ coping. Information presented in an age-appropriate

way is more effective for children’s understanding [32].

Based on the results presented, we can conclude that using a mobile application is

equally effective to the traditional preparation method. Parents often experience stress

and anxiety while their child is hospitalized, as reported by many studies [12, 13, 35]. The

results of a longitudinal pilot study by Wray [35] demonstrated high levels of anxiety and

stress among parents shortly after their child’s admission, with these levels remaining

elevated at discharge. According to our research, high-quality and adaptable preparation

can help alleviate the anxiety and stress experienced by parents during hospital stays.

Providing accurate information before and during the stay is crucial in reducing parental

anxiety [36]. A mobile application intervention can achieve the same goal, designed to

support the needs of both healthcare providers and families.

An mHealth app delivers information and preparation material instantly to par-

ents regardless of their location or environment through videos and images [37]. Well-

designed and versatile mobile applications are also suitable for families who need indi-

vidual guidance and travel a lot, which is becoming more common in contemporary

society. It is crucial to offer families a mobile application that provides diverse informa-

tion in various formats. This will ensure that parents from different backgrounds receive

adequate support. Kampouroglou [38] found that some parents prefer visual aids like

images and videos to written information, as every individual has unique preferences.

According to this study, a mobile application intervention can effectively assist par-

ents of preschool children in preparing for day surgery. However, further research is
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required to gain more up-to-date insights into the experiences of families during pedi-

atric surgery. This will enable the development of interventions that provide families with

the appropriate care and support they require. Our study showed that relevant mobile

application content, when provided at the right time, enables families to internalize infor-

mation and adequately prepare their children for the procedure. According to Free [39],

it is essential to consider the timeline of a procedure when designing an intervention, i.e.,

the preparation content should be synchronized with human attention at a time when it

is most relevant. mHealth apps improve healthcare delivery and management by trans-

forming information exchange and storage. Furthermore, mobile applications have now

been a part of the daily life of adults for some time; this means that they can reach the

entire adult population.

Mobile health applications can assist parents in preparing for day surgeries and

improve communication between families and healthcare providers [37]. ICT can

enhance health promotion services, making healthcare more accessible, effective, equi-

table, and rational [40, 41]. VR technology can create virtual tours of operating theaters

and other relevant areas [10]. The primary goal of preparing parents for their child’s

pediatric day surgery should be to guide them through the care process. It’s necessary

to let parents know what to expect during the journey from home to the hospital and

back, including the important issues they need to be aware of post-discharge [42]. Fami-

lies should receive post-procedure recovery information upon returning home to ensure

continued care. It’s essential to remember that digitalization is not just about converting

paper-based information into electronic form but leveraging the range of digital tools

that are available for users. While doing so, it is crucial to ensure that digitalization

facilitates genuine social interaction.

4.1 Limitation

The study has certain limitations despite its aim to maximize validity and reliability.

The sample size was inadequate to detect significant differences between groups due

to missing responses from some parents. The statistical difference between the groups

regarding the gender of the parents may affect the reliability of the results. Also, blinding

was difficult, and some parents decided not to participate. The study results have been

reported transparently, including statistically insignificant results. All participants were

recruited from a single university hospital, which may limit generalizability of the results.

Future studies should assess the effectiveness of mobile interventions over a longer period

of time.

4.2 Conclusion

The mobile application intervention did not decrease anxiety, but it did help to reduce

stress levels in parents. It seemed that mobile application interventions can be used

to prepare preschool children’s parents for day surgery as an alternative to the tradi-

tional preparation method. Although mobile applications cannot fully replace face-to-

face interaction, they could be a cost-effective option in the future. Future developments

should consider the individual characteristics and needs of families in pediatric care to

offer new effective solutions.
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Abstract. Evidence on the effects of robotic technology is required to develop

rehabilitation services. This study aimed to evaluate the effects of robot-assisted

walking training on walking and functional independence in everyday life in per-

sons with spinal cord injury (SCI) and explore the covariates associated with these

effects.

We searched the MEDLINE (Ovid), CINAHL, PsycINFO, and ERIC

databases until March 25, 2022. Two reviewers independently assessed the stud-

ies for inclusion. We included RCTs on people with SCI receiving robotic

training. The Cochrane RoB2, meta-analysis, meta-regression, and Grading of

Recommendations Assessment, Development, and Evaluation were performed.

We included 23 RCTs focusing on SCI with outcomes of walking or functional

independence, of which 14 were included in the meta-analysis and meta-regression

analyses. Small improvements were observed in functional independence in favor

of robot-assisted walking training compared to other physical exercises (Hedges’

g 0.31, 95% CI 0.02 to 0.59; I2
= 19.7%, 9 studies, 419 participants, low cer-

tainty evidence). There were no significant differences in walking ability, speed,

endurance, or independence between the groups.
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Robot-assisted walking training may slightly improve functional indepen-

dence, but its effects on walking ability in SCI patients is uncertain compared to

other exercise. Evidence suggests little to no difference in walking independence,

and the effects on walking speed and endurance are unclear. No clear evidence

exists whether positive effects are linked to personal, clinical, or intervention

characteristics. Robot-assisted gait training may be a viable option for improving

functional independence in individuals with SCI.

Keywords: Spinal cord injuries · Robotics · Rehabilitation · Exercise ·

Walking · Functional status · Systematic review · Meta-analysis

1 Introduction

Every year worldwide, 250 000 to 500 000 people sustain a spinal cord injury (SCI)

[1]. To reduce health care costs, robotic technology is being used more in care and

rehabilitation [2] Depending on the functional ability of the injured person, walking

training without robotic technology can be time consuming and requires a lot of human

resources, which has promoted the development of technological innovations such as

robot-assisted walking devices [3].

One of the most visible consequences of SCI is restrictions in walking function which

is a major focus of rehabilitation and affects quality of life[4–6]. Walking ability consists

of different aspects: walking speed, walking independence, and walking endurance [7,

8]. The combination of speed and independence is suggested as the most valid measure

of improvement in gait and ambulation in individuals with SCI [7, 8]. Walking endurance

is also a recommended measure to provide a comprehensive evaluation of the walking

performance[7].

Recent reviews and/or meta-analyses have examined different aspects of walking, but

the results have been inconclusive. No effect of robot-assisted walking interventions was

found for walking speed[9–13], endurance[9, 11], or independence[10, 12] compared

with other types of exercise or no intervention, while most recent reviews found signifi-

cant improvements in walking endurance[10, 13], lower extremity independence[9] and

mobility[13].

In addition to walking, the ability to function in everyday activities is an important

goal for persons with SCI and changes in this ability are an important indication of the

efficacy of rehabilitation efforts [8, 14]. There are very few published meta-analyses

covering robot-assisted walking training and functional independence in persons with

SCI. The most recent review found improvements in favor of robot-assisted walking

training but limited the comparison to overground walking training [15]. Other, previous

reviews have not found the superiority of either robot-assisted walking training or other

forms of training in improving functional independence [16, 17].

A transparent rating of the certainty of the evidence has been reported only in two

previous reviews [11, 16], and none have examined the association of different study

factors with the effect of robot-assisted exercise. However, both are important for clin-

icians interpreting the results of systematic reviews and especially, when moving from

evidence to recommendations. Therefore, the effects of robot-assisted walking training
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on different aspects of walking function and functional independence should be inves-

tigated in more detail. In addition, critical analyses of the certainty of the evidence are

required.

The purpose of this systematic review and meta-analysis was to summarize random-

ized controlled trials (RCT) investigating the effects of robot-assisted walking training

on walking and functional independence in persons with SCI because the most recent

studies on the topic have been inconclusive, and therefore, high-quality updates on the

current evidence are needed [9, 10, 13]. The following questions were addressed: 1)

What are the effects of robot-assisted walking training on different aspects of walking

ability and functional independence in adults with SCI compared to other exercises and

what is the certainty of evidence? 2) Are study factors, such as personal, clinical, or inter-

vention characteristics associated with the effects of robot-assisted walking training on

walking and functional independence?

2 Methods

This systematic review and meta-analysis of RCTs was prospectively registered (PROS-

PERO 2022 CRD42022319235) [18] The reporting corresponds to the PRISMA and

Cochrane guidelines [19, 20]. A literature search was conducted in a larger project that

studied the effectiveness and meaning of robotics, virtual reality, and augmented reality in

medical rehabilitation [21]. The National Library of Medicine (MEDLINE), Cumulative

Index to Nursing and Allied Health Literature (CINAHL), Psychological Information

Database (PsycINFO), and Education Resources Information Center (ERIC) databases

were searched from inception to November 12, 2019. We conducted an updated search for

studies published between August 2019 and March 25, 2022. We used MeSH or keyword

terms to identify studies describing robotics and exercise combined with the Cochrane

filter for RCTs. A full electronic search strategy is provided (Supplementary material).

Additionally, we searched the reference lists of previously published systematic reviews.

2.1 Eligibility Criteria

We performed screening for this review in two phases. The first phase served at larger

project with a wider scope[21] and included studies using the PICOS (patient, interven-

tion, comparison, outcome, study design) framework as follows: P) adults or children

requiring medical rehabilitation; I) any type of robotic device designed for rehabilitation

purposes; C) conventional rehabilitation, wait-list-control, or other training modalities

different from the experimental group; O) body functions and structures, activities, or

participation according to International Classification of Functioning, Disability and

Health (ICF), or quality of life; and S) RCT or cross-over RCT. The second phase was

carried out after the updated search with more specified PICOS criteria to identify eli-

gible studies of interest in this particular review: P) adults with both SCI and walking

impairments; I) robot-assisted lower extremity or walking training intervention; C) a

different type of exercise (active control) or no exercise (inactive control) or placebo as

comparator; O) validated and standardized measures of walking or functional indepen-

dence, and S) RCTs and cross-over RCTs. No language or publication date restrictions

were imposed.
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2.2 Study Selection

The titles, abstracts and full texts of the included studies were independently assessed by

two researchers (AK, SH, RY, MK, OI, and EA) according to the eligibility criteria using

Covidence software.[22] Disagreements were resolved by discussion or consultation

with a third review team member (EA). All eligible RCTs were included in the systematic

review. Meta-analyses excluded passive and other type of robot control interventions to

control clinical heterogeneity.

2.3 Data Extraction and Quality Assessment

A customized template was designed in Covidence[22] to extract information on par-

ticipants, interventions, outcomes, and adverse events of the included studies, and to

perform quality assessment according to the Cochrane Risk of Bias 2 tool [23]. Two

review team members independently extracted data and assessed the quality of the stud-

ies (AK, MK, SH, and RY). Disagreements were resolved by discussion or consultation

with a third review team member (EA). Researchers of the RCTs were contacted when

necessary to acquire missing data or to clarify ambiguities. If adequate data were not

received despite three requests, the study or some of the outcomes of the study were

excluded from the quantitative analyses. RCTs eligible for this review were included in

the meta-analysis, regardless of the risk of bias judgement.

All outcomes measuring walking ability or functional independence in individuals

with SCI were extracted from the included studies. A combination of the 10-m walk

test (10MWT) measuring walking speed and the Walking Index for Spinal Cord Injury

(WISCI), measuring walking independence or the change in the need for a walking aid,

is suggested to provide the most valid measure of improvement in gait and ambulation

[7, 8]. To provide the most comprehensive battery, a measure of endurance, such as the

6-min walk test (6MWT), is recommended.[7] For the walking ability meta-analysis, all

walking outcomes in the included studies were prioritized in accordance[7] the following

order: walking speed, walking independence, and walking endurance (Supplementary

material).

Both the Spinal Cord Independence Measure (SCIM III) and the Functional Inde-

pendence Measure (FIM) have been used to measure the broader functioning and inde-

pendence in everyday life of individuals with SCI. The SCIM was chosen as the primary

measure because it was specifically developed for persons with SCI [14, 24].

2.4 Data Analysis

To assess the treatment effect after the intervention, the meta-analysis was conduct-

ed using R software with the Metafor package for R.[25] Postintervention mean and

standard deviation (SD) values were used in the analyses. Data reported as median or

interquartile range (IQR) were converted to mean and SD assuming a normal distribution.

A correlated effects model with robust variance estimation (RVE) using the Robumeta

package on R and small-sample corrections was used, as it considers the possible depen-

dent effect of the studies used multiple times in the same meta-analysis [26]. This was

the case when a study had multiple control groups [27–29] or the study population was
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divided according to the level of injury [30]. It is also considered to be a more reliable

analysis model for studies with small number of participants [26]. The intervention effect

size (Hedges’ g), 95% confidence interval (CI), and statistical heterogeneity (I2) were

estimated using a forest plot. The scale of Hedges’ g was evaluated as small (0.20–0.49),

medium (0.50–0.79), or large (0.80 or more) effect [31]. Statistical heterogeneity was

assessed as follows:0–40% might not be important heterogeneity, 30–60% may represent

moderate heterogeneity, 50–90% may represent substantial heterogeneity, and 75–100%

represents considerable het-erogeneity [32]. If a crossover-RCT did not have a washout

period, only the first intervention period was included in the meta-analysis.

Meta-regression analysis was performed using the Metafor package for R. We com-

puted the Univariate Mixed effects model with intercept and restricted maxi-mum-

likelihood estimation to determine whether covariates related to intervention content

(duration of intervention, number of training sessions per week, time of one training

session, weekly total volume of training), characteristics of rehabilitees (age, time since

injury in months, the baseline WISCI score), and quality of the study (domains of risk of

bias) could have an impact on the results. Sensitivity analysis was conducted excluding

the studies with a high risk of bias in the domains that were found to be significant in

the meta-regression. The certainty of evidence was graded at the outcome level accord-

ing to the Grading of Recommendations, Assessment, Development and Evaluations

(GRADE) guidelines [33–35].

3 Results

3.1 Study Selection

An initial 1 405 abstracts were identified from the electronic databases after duplicates

were removed (Fig. 1). After removal of studies considered ineligible according to the

PICOS criteria, 23 RCTs were included in this review and 14 in the meta-analyses with

all of them studying walking ability and 9 also functional independence. The remaining

studies compared two types of robot-assisted walking training [36–40], had the same

patient population as another included study [41, 42], had insufficient reporting of results

[43], or the comparison group included no exercise [44]. Detailed characteristics of the

included studies, justification for full-text exclusions and the information requested from

RCTs are provided (Supplementary material).

3.2 Study Characteristics

Participants. The walking ability meta-analysis included 498 individuals with SCI.

The average time since injury ranged from 3 months to 11 years (mean 48.7 (SD 65.2)

months). The functional independence meta-analysis included 419 individuals with SCI.

The average time since injury ranged from 3 months to 4 years (mean 11.5 (SD 15.1)

months). In both meta-analyses, the participants’ average age ranged from 34 to 59 with

mean 45.1 (SD 7.6) years in the walking ability meta-analysis and mean 44.0 (SD 8.6)

years in the functional independence meta-analysis.
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Fig. 1. Prisma flow diagram

Most commonly, the injuries of the participants in both meta-analyses were at the

cervical or thoracic level, but there were also participants with lumbar-level injuries.

Consequently, the meta-analyses included both paraplegic and tetraplegic participants.

Most studies included participants who were grade C or D on the ASIA Impairment

Scale (AIS) [45], with the majority being grade D. One study divided the participants

into complete and incomplete injuries, without naming the AIS grade [46].
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Robotic Interventions. In the walking ability meta-analysis, 11 studies used the

exoskeleton device Lokomat (Hocoma; Zurich, Switzerland) [28–30, 46–53], 2 used

the exoskeleton device Ekso (Ekso Bionics; CA, USA) [27, 54] and 1 used a 3DCaLT-

robot (Shirley Ryan AbilityLab; Chicago, USA) [55]. Intervention durations varied from

3 to 24 weeks (mean 8 (SD 5)), and the duration of one session ranged from 30 to 90

min, 2 to 5 times a week. The average total training time per week was 199 min (SD 97).

In the functional independence meta-analysis, all 9 studies used Lokomat. Intervention

durations varied from 4 to 8 weeks (mean 7 (SD 2)), and the duration of one session

ranged from 30 to 60 min, 2 to 5 times a week. The average total training time per week

was 193 min (SD 107).

Body-weight support from robots in the studies in both meta-analyses was mostly

utilized according to the person’s needs and ranged from 0 to 78%. Less than half of the

included studies reported the use of a guidance force (i.e., the assistance provided by

the robotic legs to the lower extremities of the person training). The interventions took

place in a hospital or university rehabilitation department. Adherence to interventions

was rarely reported.

Comparisons. The comparison groups in the meta-analyses received conventional

physical rehabilitation[30, 46–52, 54], with passive lower limbs mobilization [52], lower

extremity strength training[53], body weight-supported treadmill training [27–29, 55]

and/or overground walking training[27–30, 49, 55]. In the walking ability meta-analysis

one study compared robot-assisted walking training to treadmill based or overground

walking training with nerve stimulation in the control groups [28]. The amount of train-

ing in the comparison groups corresponded to that in the intervention groups in most

studies.

Outcomes. Ten studies included in the meta-analysis measured walking speed, either

self-selected [27, 28, 30, 49, 52–55] or not specified[29, 51], using the 10MWT or other

measures, such as GAITRite-analysis. Three studies used the timed up and go (TUG)

test [27, 29, 54]. Walking endurance with the 6MWT was measured in seven studies [27,

29, 30, 49, 51, 54, 55], with one study using the 2-min walk test (2MWT) [28]. Walking

independence and the change in the need for a walking aid were measured using the

WISCI in ten studies [27, 29, 30, 46–50, 52, 53].

The functional independence meta-analysis covered nine studies, of which four uti-

lized the SCIM measure [48, 50, 52, 53] and five the FIM [29, 30, 46, 47, 49]. Only five

studies evaluated all the subscales of SCIM [50, 52, 53] or FIM [46, 47].

3.3 Quality Assessment

The overall risk of bias was assessed as unclear [36–39, 46–48, 52, 53, 55] or high

[27–30, 40–44, 49–51, 54] in each study (Supplementary material). No studies with a

low overall risk of bias were found. High risk originated mainly from deviations from

intended interventions but also from missing outcome data. An unclear risk of bias was

found in the randomization process, deviations from the intended interventions, and

selection of the reported results. Visual inspection of funnel plots suggests that some

degree of publication bias is possible, smaller studies seem to favor the comparator

(Supplementary material).
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3.4 Synthesis of Results

Statistically significant improvements were observed in functional independence in favor

of the robot-assisted walking training group compared to the control group (Hedges’ g

0.31, 95% CI 0.02 to 0.59; I2 = 19.7%, 9 studies, 419 participants), whereas there

were no statistically significant differences between groups in walking ability (Hedges’

g 0.02, 95% CI –0.27 to 0.31; I2 = 35.5%, 14 studies, 498 participants), walking speed

(Hedges’ g –0.09, 95% CI –0.51 to 0.33; I2 = 32.8%, 10 studies, 290 participants),

walking endurance (Hedges’ g -0.03, 95% CI –0.65 to 0.58; I2 = 63.1%, 8 studies,

259 participants) or walking independence (Hedges’ g 0.25, 95% CI –0.14 to 0.64; I2

= 51.3%, 9 studies, 419 participants) (Figs. 2, 3, 4, 5 and 6). Certainty of evidence

proved to be low for functional independence and walking independence and very low

for walking ability, speed, and endurance (Supplementary material).

In the meta-regression analyses, no relationships were found between the effects of

robot-assisted walking training and intervention content or characteristics of rehabilitees.

A high risk of bias in selection of the reported results was associated with the effect in

functional independence. When excluding the high risk of bias study [29] from the meta-

analyses, robot-assisted walking training remained statistically significant in improving

functional independence compared to the control group (Hedges’ g 0.35, 95% CI 0.05

to 0.64; I2 = 15.5%, 8 studies, 389 participants) (Supplementary material).

Fig. 2. Results of the meta-analysis comparing robot-assisted walking training and other physical

exercise on functional independence of people with SCI.
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Fig. 3. Results of the meta-analysis comparing robot-assisted walking training and other physical

exercise on walking ability of people with SCI.

3.5 Adverse Events

Adverse events were examined in 11 of 23 studies included. Reported adverse

events were mostly mild and infrequent and four studies reported no adverse events

(Supplementary material).
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Fig. 4. Results of the meta-analysis comparing robot-assisted walking training and other physical

exercise on walking speed of people with SCI.

Fig. 5. Results of the meta-analysis comparing robot-assisted walking training and other physical

exercise on walking endurance of people with SCI.
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Fig. 6. Results of the meta-analysis comparing robot-assisted walking training and other physical

exercise on walking independence of people with SCI.

4 Discussion

This systematic review and meta-analysis summarized evidence from the effects of robot-

assisted walking training on walking and functional independence in everyday life in

adults with SCI compared to those who had other physical exercises. There was a sig-

nificant effect of functional independence favoring robot-assisted walking train-ing over

other exercises with a small effect size (Hedges’ g 0.31). No differences were found in the

walking outcomes. Sensitivity analyses based on meta-regression analysis did not affect

the results. The certainty of evidence was graded as low for functional independence

and walking independence, and very low for walking ability, speed, and endurance. No

severe adverse events were found although the reporting of RCTs regarding harms of

robot-assisted training was incomplete.

The most recent systematic review of four trials by Harvey et al. [15] found significant

improvements with robot-assisted walking training compared to overground walking

training using SCIM and FIM. Our meta-analysis included more trials, prob-ably because

of the wider scope of possible control interventions and suggests that robot-assisted

walking training might be superior to other types of training in contrast to the findings of

other reviews [16, 17]. Catz et al. [56] and Itzkovich et al. [57] found SCIM to be more

sensitive in detecting functional ability changes than FIM and developed for patients

with SCI. Therefore, including FIM in the meta-analysis may underestimate the effects

of robot-assisted walking training.
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Other reviews have covered various aspects of walking ability. Our review’s results

are mostly consistent with recent systematic reviews and meta-analyses in which robot-

assisted walking interventions did not improve walking speed [9–13], endurance[9,

11] or independence [10, 12] when compared to other exercises or no intervention.

Only Fang et al. [10] and Alashram et al. [13] reported significant improvements in

walking endurance, and Duan et al. [9] reported significant improvements in lower-

extremity independence using WISCI II. However, our meta-analyses included more

studies, providing more reliable results.

To the best of our knowledge, our meta-analysis and Yang et al.’s network meta-

analysis [58] are the only studies to combine multiple performance measures for walk-

ing ability outcome. Yang et al. [58] prioritized 6MWT and the Lower Extremity Motor

Score (LEMS), showing significant walking improvements after robot-assisted training.

This differs from our review that prioritized the 10MWT and WISCI. Previous studies

suggest combining the 10MWT and WISCI to measure improvements in walking and

ambulation in persons with SCI [7, 8, 59]. A measure of endurance, such as the 6MWT

is also recommended [7], but varying test conditions can cause significant differences

[59], hence the preference for the 10MWT and WISCI in our meta-analysis. In addition,

Shin et al. [60] found that LEMS, a lower-extremity strength measure, does not signifi-

cantly correlate with ambulatory function in persons with tetraplegic SCI. This finding

demonstrates that different outcome measure priorities can lead to different results. More

psychometric research is needed to guarantee SCI-related outcomes’ sensitivity. In the

future, a meta-analysis may be performed for single outcome measures if high-quality

RCTs with similar outcomes are reported.

Publication bias is unlikely, as smaller studies seem to favor the comparator. However,

no firm conclusions can be drawn due to the few studies and lack of larger sample sizes.

The asymmetry in the funnel plots may have been caused by the high heterogeneity in the

studies [61]. Our meta-analyses showed substantial statistical heterogeneity for walking

endurance and moderate heterogeneity for walking independence. The meta-regression

did not find clinical heterogeneity in the intervention or participant characteristics, such

as time since injury, to be associated with the effect of robotic intervention. The RCTs

included both paraplegic and tetraplegic individuals with SCI but did not report effects

for these separately. So the level of injury could not be used as a covariate. According to

Unai et al. [62] regardless of the AIS grade, paraplegic persons gain better results in the

SCIM measure than tetraplegic persons; so further studies should differentiate between

the two groups.

4.1 Strengths and Limitations

This study provides new information on the effects of robot-assisted walking exercise on

functional independence and various aspects of walking ability in individuals with SCI. It

is the first to assess the association between personal, clinical, and intervention character-

istics and intervention effects. Meta-analyses excluded passive control interventions to

control clinical heterogeneity. Meta-regression clarified the results, and GRADE guide-

lines graded the evidence certainty at the outcome level [33, 34]. To our knowledge, no

recent review has provided graded clinical recommendations on this topic.
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This review has limitations to consider when interpreting the results and generalizing

evidence. The meta-analyses mainly included individuals with AIS grade C or D, and

all but one study used an exoskeleton robot (Lokomat or Ekso), so the findings may

not be generalizable. More data is needed on the effects of different robots. RCTs’

methodological quality limits the reliability of the results. However, sensitivity analyses

excluding studies based on the risk of bias did not alter the results. Future studies should

pay particular attention to the methodological quality to ensure unbiased results.

4.2 Conclusion

Low level evidence suggests that robot-assisted walking training results in a slight

improvement in functional independence, but little to no difference in walking inde-

pendence in persons with SCI when compared to other exercises. The evidence is very

uncertain regarding the effects of robot-assisted walking training on walking ability,

walking speed, and walking endurance in persons with SCI when compared to other

exercises. Heterogeneity between studies was substantial, and there is no clear evidence

if positive effects were associated with age, time since injury, baseline walking inde-

pendence, intervention programming, or quality of the study. Robot-assisted walking

training appears to be a safe rehabilitation method for individuals with SCI. However,

additional high-quality RCTs with larger sample sizes, similar outcome measures and

differentiation of results between paraplegic and tetraplegic individuals are needed to

further evaluate the effects and safety of robot-assisted walking training on functional

independence and walking ability in individuals with SCI. When seeking to improve

the functional independence of persons with SCI, robot-assisted gait training may be

considered as a potential training option.

4.3 Clinical Message

Low-level evidence suggests that in people with SCI robot-assisted walking training

may slightly improve functional independence but has little to no effect in walking

independence compared to other exercises. Evidence is very uncertain on walking ability,

speed, and endurance. Intervention or rehabilitee characteristics, and risk of bias didn’t

affect results.
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Abstract. This paper explores novel strategies to strengthen the secu-
rity of Hybrid Wireless Body Area Networks (HyWBANs), which are
essential in smart healthcare and Internet of Things (IoT) applica-
tions. Recognizing the vulnerability of HyWBAN to sophisticated cyber-
attacks, we propose an innovative combination of semantic communi-
cations and jamming receivers. This dual-layered security mechanism
protects against unauthorized access and data breaches, particularly in
scenarios involving in-body to on-body communication channels. We
conduct comprehensive laboratory measurements to understand hybrid
(radio and optical) communication propagation through biological tis-
sues. We utilize these insights to refine a dataset for training a Deep
Learning (DL) model. These models, in turn, generate semantic con-
cepts linked to cryptographic keys for enhanced data confidentiality
and integrity using a jamming receiver. The proposed model signif-
icantly reduces energy consumption compared to traditional crypto-
graphic methods, like Elliptic Curve Diffie-Hellman (ECDH), especially
when supplemented with jamming. Our approach addresses the primary
security concerns and sets the baseline for future secure biomedical com-
munication systems advancements.

Keywords: Heterogeneous · WBAN · energy · security · optical ·
RF · near-infrared communications

1 Introduction

The advent of wireless and mobile communications technologies has been essen-
tial in enhancing healthcare, marking a paradigm shift towards more proactive
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and personalized medical interventions. The concept of smart healthcare is at
the forefront of this transformation, offering many opportunities to address the
growing needs of an ageing population and the increasing prevalence of chronic
diseases [1]. Remote health monitoring, a cornerstone of modern healthcare,
has emerged as a cost-effective and efficient approach to disease prevention and
healthcare provision, especially with the integration of 5G and 6G technologies.
These advancements are pivotal in supporting in-body communications with
implanted medical devices, enabling real-time health provisioning, virtual con-
sultations, better diagnostics, and telesurgeries, among other benefits [1]. His-
torically, information transmission through biological tissues has predominantly
relied on radio and acoustic waves [2]. However, these conventional methods
are fraught with challenges, including security, safety, privacy, and interference,
necessitating the exploration of alternative communications media. The vulnera-
bilities of implantable or in-body devices to hacks and unauthorized access have
underscored the urgent need for enhanced security measures [3,4].

Optical Wireless Communications (OWC) has emerged as a promising alter-
native, utilizing light, especially in the near-infrared range, to transmit informa-
tion through biological tissues. This method offers many advantages, including
high security, privacy, safety and low complexity, as well as low power con-
sumption. It has been used to successfully establish connectivity to electronic
devices embedded under the skin [5]. Going further, a hybrid solution which is
merging both radio-based and optical-based technologies in Wireless Body Area
Network(WBAN) context can open a new, more secure way to implement per-
sonalized healthcare services and transfer personal health data. This is also a
way to reduce radio signal emission towards the human body.

Hybrid Wireless Body Area Networks (HyWBANs) stand at the forefront
of innovation in healthcare and Internet of Things (IoT) applications, merg-
ing radio and OWC. These networks offer remarkable advantages such as data
throughput enhancement, enhanced security, and improved reliability, making
them ideal for critical healthcare applications and various services, from patient
monitoring to advanced diagnostics. Reconfigurable HyWBANs takes adaptabil-
ity to the next level with a dynamic architecture, ensuring consistent perfor-
mance in diverse environments. Preliminary studies on HyWBANs underscore
their potential, showcasing notable performance and energy efficiency improve-
ments [6]. Energy harvesting is crucial to HyWBANs [7], focusing on developing
energy-autonomous nodes that enhance sustainability and reduce maintenance.
The networks’ advanced sensing capabilities support single and dual-mode sens-
ing, enabling comprehensive data collection for diverse applications. Moreover,
HyWBANs’ design promotes sustainable operations, which is essential in today’s
environmentally conscious landscape. Optimized data transmission functionality
in HyWBANs caters to the high demands of medical and IoT applications. A
significant feature is the ability to transfer energy to in-body devices, ensuring
continuous operation. Additionally, HyWBANs’ advanced sensing capabilities
are essential in medical diagnostics, allowing for detailed tissue analysis and
health monitoring, thus revolutionizing healthcare and IoT applications [1].
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Over the years, academia has shown interest in Physical Layer Security (PLS)
solutions that aim to protect communications by exploiting the properties of the
communication media [8–11]. These techniques consist of processing the signal
sent over a channel in such a way as to obtain certain security properties without
resorting to specific primitives, typically cryptography, offered by layers above
the physical level. In this paper, we show how to combine PLS techniques with
Deep Learning (DL) algorithms to improve the security of HyWBANs.
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Fig. 1. Coding strategy for hybrid networks.

Motivation. In this article, we have decided to use a model already used in
the literature that involves defining operating modes based on the combina-
tions of the two communications channels [6,12]. Figure 1 depicts how hybrid
radio-optical wireless networks utilize Shannon’s theory, which defines the max-
imum channel capacity for communications. It shows the dynamic selection of
the device’s operating modes based on factors like channel state information
(radio/optical) and user context. In our view, HyWBANs can improve secu-
rity by integrating in the radio transmissions the OWC, which is known for
the localised and secure transmission of signals. Encoding signals across radio
and optical channels maximises secrecy, in line with recent theoretical work on
conventional networks. This approach exploits the inherent security features of
optical communications, addressing the vulnerabilities of WBANs. This paper
uses data measured in the laboratory to implement an innovative hybrid network
security scheme using semantic communications and intentional interference.

Contribution. In particular, hybrid communications have been of great inter-
est for sensor networks. In a digital healthcare scenario, protecting these com-
munications and doing so effectively while consuming as little energy as possi-
ble makes significance. The contributions of this article can be summarised as
follows. (i) We present a novel concept that exploits the combination of Com-
munications (SC) with a jamming receiver to improve the confidentiality and
integrity of these wireless communications. (ii) We performed measurements in
the laboratory to study the propagation of hybrid (radio and optical) commu-
nications in biological tissue. These measurements allowed us to define part of
the dataset used for the DL model. Finally, (iii) we evaluated and performed a
security analysis of the HyWBANs.
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The remainder of the paper is organized as follows. Section 2 briefly recalls
the concepts useful for understanding the paper. Section 3 discusses the major
security threats in this scenario. Then, Sect. 4 presents the proposed scheme to
enhance the security of hybrid networks. Section 5 presents the results achieved
in terms of performance and energy cost. Finally, Sect. 6 concludes the paper by
discussing our findings.

2 Background

This section introduces the radio and optical technologies used for wireless sensor
communication. The aim is to provide some notions before discussing how hybrid
networks combine these two technologies.

2.1 Radio-Based WBAN Technologies

WBAN is a way to link various wearable sensor nodes wirelessly into one indi-
vidual and personalized network used to monitor a person’s psycho-physiological
vital signs. Depending on the need, the vital sensors can be distributed all around
the human body. Low-power consumption, small size, and lightweight are the
requirements set for the nodes to enable user acceptance. In principle, the amount
of connected sensors within one WBAN can be high, but a realistic number is
less than five for the sake of usability. The basic idea behind a WBAN is that
dedicated sensors are collecting vital information and transmitting it wirelessly
to the central node (called a hub), which then pre-process the data or conveys
it further. Figure 2 shows the variability of the vital sensor nodes, which can
be used in the WBAN context (the list of sensors is not exhaustive) [13]. In
addition to sensors which are attached to the skin, so called on-body sensors,
WBAN can utilize smart implants, such as pacemakers, or other in-body sen-
sors/devices, such as Wireless Capsule Endoscope (WCE). In WBAN, all the
nodes are connected to the on-body hub to enable real-time information trans-
mission towards backbone infrastructure. Typically, WBAN is using a one-hop
star network topology.

Currently, de facto wireless standard in WBAN is Bluetooth Low Energy
(BLE) but there are also other dedicated WBAN standards available, such as
ETSI SmartBAN [14], IEEE 802.15.6 [15], or IEEE 802.15.4 [16]. The latter one
is better known via its higher layer protocols ZigBee and 6LoWPAN.

From a radio technology point-of-view, WBAN connectivity can be based on
narrowband (NB) signals, which are used, e.g., in BLE and SmartBAN, or ultra
wideband (UWB), which is adopted by [15]. The most common frequency band
at the moment for NB signal is Industrial, Scientific and Medical (ISM) band
at about 2.4 GHz. On the other hand, e.g., [15] defines several NB frequency
bands for WBAN use also occupying sub-GHz frequencies. As operating in a
highly populated frequency range, ISM band is typically subject to high inter-
ference originated from other radio equipment nearby. The selected frequency
band, as well as signal bandwidth, also have an impact on the observed signal
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propagation properties through/along tissues, positioning accuracy, throughput,
etc., depending on the application and use-case. If high resolution, real-time
data is needed, then UWB can be the best option from radio-based technolo-
gies. Lower performance requirements and deeper in-body penetration, however,
are favouring NB technology. Reference [15] also defines Human Body Commu-
nications(HBC) technology operating around 21 MHz, but this is omitted in this
review due to its deviation from the conventional Radio Frequency (RF)-based
communications as being a coupling-based solution.

The original network topology in WBAN is based on a star topology, where
all the data flows are going through the central node, the hub. In this case, the
hub is also a bridge from the body domain to the backbone network. The recent
development, e.g., in ETSI SmartBAN has introduced and defined a hub-to-hub
communications to transfer information between adjacent WBAN networks [17].
In addition, a two-hop relay functionality is included in the SmartBAN techni-
cal specification [18]. From the security viewpoint, all the hops between WBAN
nodes, although being short, should be reliable but also secure as the communi-
cations chain is as reliable as its weakest link. This highlights the importance of
light security protocols to be used also in the WBAN context.

Fig. 2. Variability of the possible sensors that can be used in the WBAN context.
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2.2 Optical Communications in Wireless Sensor Networks

The utilization of optical communications, including Visible Light Communica-
tion (VLC) and Infrared (IR) technologies, in wireless sensor networks is gaining
interest for various IoT and body network applications. Optical communication
offers security, bandwidth, and energy efficiency advantages, which are crucial
for IoT deployments.

VLC utilizes Light Emitting Diodes (LED) to transmit data using the visible
spectrum. This approach is inherently secure due to the limited light propagation
and offers high data rates, making it suitable for indoor IoT applications [19].
VLC’s potential in hybrid optical-wireless networks for next-generation commu-
nications, especially in 5G and beyond, is highlighted in [20]. IR communica-
tion leverages the non-visible spectrum for data transmission, offering benefits
in terms of device miniaturization and reduced interference with existing RF
systems. Its suitability for low-data-rate IoT applications, especially in hybrid
networks combining IR and VLC, is explored in [7]. IR in hybrid radio-optical
wireless networks offers innovative solutions for versatile IoT applications, as
discussed in [21]. Integrating optical and wireless technologies in a hybrid frame-
work opens new avenues for enhancing IoT network performance. The synergy
of RF and optical communication technologies in hybrid networks is investigated
in [22], which outlines the implementation and advantages of such an approach.

3 Security Analysis of HyWBANs

Developing next-generation networks to support better biomedical applications
presents an opportunity. However, cyber-security risks arise mainly from this
technology’s highly interconnected and ubiquitous nature [1]. Therefore, the
cybersecurity analysis of these hybrid communications begins with choosing a
system model that best represents the problem.

WBANs are components of cyberspace that assist people in their daily activ-
ities and collect data from persons. WBANs and, more broadly, wearable wire-
less networks (WWNs) have three communication layers, according to the tier
model [23]. As shown in Fig. 3, wearable sensors capture data in Tier 1 and
transmit it to Tier 2 for aggregation and data processing. Finally, data is sent
to Tier 3 and made available for remote access. The HyWBANs follow the same
system model, where radio link, optical link, or both can be used for each type
of communication in Tier 1 and Tier 2. As illustrated in Fig. 3, we have different
types of communications in HyWBAN: on-body to in-body devices (labelled as
On-In) and on-body to on-body (labelled as On-On) devices that operate in
Tier 1. Instead, at Tier 2, all communications are off-body, including on-body
to off-body devices (labelled On-Off ). We assume that HyWBANs operate up
to Tier 2, as depicted in Fig. 3.

One of the main security problems of this communication chain is that Eve,
the adversary (attacker) shown in Fig. 3, can carry out several attacks. We can
assume that she has complete control to intercept and modify all messages
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Fig. 3. Communications tiers system model, in which hybrid communications operate
in the first two tiers.

exchanged between HyWBAN nodes [24]. In the rest of the paper, we analyse
the possible attacks and their mitigation.

3.1 Security Threats Overview

The complexity of HyWBANs, which combines RF and OWC, far exceeds tra-
ditional communications systems due to their dual-channel nature. This sophis-
tication poses significant challenges for attackers attempting to compromise the
network, as they must navigate radio and optical channels.

In the HyWBANs domain, the security of communication channels is essen-
tial, especially when considering transmitting sensitive health data. This section
delves into the nuanced vulnerabilities inherent to RF and OWC, laying the
groundwork for understanding the superior security posture of optical commu-
nications in specific scenarios. RF communications, by their very nature, are
susceptible to eavesdropping due to their omnidirectional signal propagation.
This characteristic allows malicious entities to intercept signals without necessi-
tating a direct line of sight, thereby posing a significant risk to the confidentiality
of transmitted data. Conversely, optical communications demand a line-of-sight
for effective transmission, inherently restricting the potential for unauthorized
interception. Despite this advantage, optical channels are not impervious to secu-
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Fig. 4. Security threats to HyWBAN.

rity threats. A breach in the line-of-sight or sophisticated techniques to capture
reflected optical signals can compromise data integrity and confidentiality.

In the context of HyWBANs, an attacker would primarily focus on tactics
that enable eavesdropping on biomedical device communications. These tactics
could include exploiting network security protocol vulnerabilities, conducting
Man-in-the-Middle (MitM) attacks to intercept data, or using sophisticated tech-
niques to bypass encryption. Reconnaissance plays a crucial role, as the attacker
must gather detailed information about the network’s configuration and security
mechanisms to successfully deploy malware or other attack vectors.

Figure 4 presents a multifaceted evaluation of security threats in HyWBANs.
Each threat is analyzed based on three critical dimensions: relevance to the net-
work’s security, ease of implementation by potential attackers, and the potential
impact on network integrity and functionality. This brief assessment enables a
slight understanding of each threat’s effectiveness and helps prioritize security
measures.

To fortify the security framework of HyWBANs against these vulnerabilities,
we introduce a semantic communication method that significantly enhances the
security of transmitted data.
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4 Enhancing the Security of HyWBAN Through
Semantic Communications

Understanding the implications for security in the dynamic landscape of HyW-
BANs is essential. Adversaries exploiting vulnerabilities in these networks could
potentially gain unauthorized access to the human body, leading to critical
threats like hijacking pacemakers, reconfiguring smart pill dispensers, or even
creating novel types of diseases. The dual nature of these networks, encompass-
ing radio and optical wireless channels, adds a layer of complexity to potential
attacks. This study proposes a novel security mechanism combining the princi-
ples of semantic communications with the strategic deployment of a jamming
receiver (see Fig. 5), enhancing the confidentiality and integrity of HyWBANs.

Semantic communications [25], an emerging paradigm in network secu-
rity [26], involves generating semantic concepts related to biomedical applications
or patient health status. This approach utilizes a DL model trained on a dataset
comprising measured, augmented, and synthetic biological signals [1,27]. Dur-
ing an enrollment phase, assumed free from adversarial presence, each semantic
concept is associated with a secret, such as a cryptographic key, stored in the
nodes’ memory.

The transmission of semantic concepts over the wireless channel, although
susceptible to interception by malicious adversaries, is protected through a jam-
ming receiver. As shown in Fig. 5, this receiver introduces intentional interference
on either the light or radio channel, or both, effectively interfering with the trans-
mitted data from the in-body device. Consequently, an adversary attempting
to decode the data encounters altered signal characteristics, such as decreased
Signal-to-Noise Ratio (SNR) for radio and input power for Near-Infrared (NIR)
signals; this leads to an erroneous classification of semantic concepts.

However, the legitimate receiver, Bob, knows the jamming pattern and can
reverse the artificially induced bias to correctly decode the transmitted semantic
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concept. In contrast, an adversary, referred to as Eve, who lacks this knowl-
edge, faces significant challenges in decoding the data accurately [9,11]. This
approach, leveraging semantic communication and controlled jamming, offers a
dual-layered defence mechanism, enhancing the resilience of HyWBANs against
sophisticated cyber threats. The rest of the section describes how the data were
prepared and how we propose to use a DL algorithm on devices with constrained
resources.

4.1 Radio and Optical Channels Data Measurement

In this study, we investigate the efficacy of hybrid communications that uti-
lize optical and radio channels, explicitly investigating their capacity to pene-
trate biological tissues. Two distinct experimental setups were designed to assess
the performance characteristics necessary for effective and secure communica-
tions through such mediums. For optical communications, NIR frequencies were
employed, selected for their proven proficiency in penetrating biological tissues.
On the other hand, UWB technology, recognized for its superior transmission
capabilities, particularly noise-like signals, was chosen for radio communications.
This dual-faceted approach allows for a comprehensive evaluation of the poten-
tial of hybrid communication systems in medical applications.

NEAR-IR LED
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LED'S CURRENT

DRIVER

d

OSCILLOSCOPE
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I

USRP

RADIO

External 
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LAPTOP

POWER

SUPPLY

BIAS TEE
UDP data

CHANNEL:

BIOLOGICAL TISSUE

(SAMPLE XX)

Fig. 6. Measurement set-up with NIR communications (as OWC) through the biolog-
ical tissue.

The experimental setup, depicted in Fig. 6, is an optical communication
part; it comprises various components that can be divided into two subsys-
tems: transmitter and receiver front end. The transmitter unit includes a NIR
LED (M810L3, THORLABS) with 810 nm wavelength, a bias-tee, and a LED
driver. The receiver unit utilizes a Photo-Detector (PD) (PDA 36A-EC switch-
able gain detector, THORLABS). A sample of biological tissue was used, acting
as the communications channel. The LED is driven by a current driver module
(DC2200, THORLABS), which is controlled by an external modulation source.



Securing Hybrid Wireless Body Area Networks (HyWBAN) 379

The modulation of the NIR LED is essential for transmitting data through the
biological tissue. The PD, positioned at a specific distance (d is the thickness of
the meat sample used in the measurements) from the NIR LED, captures the
transmitted light after it has passed through the tissue. The output from the PD
(Vout) is then analyzed using an oscilloscope (with 50 Ω impedance) to assess the
effectiveness of data transmission through the tissue sample. Using a laptop, we
sent the same ASCII character with the User Datagram Protocol (UDP) protocol
to a software-defined radio USRP that modulated the signal before sending it to
the LED driver. Two NI USRPs (2920 model) were employed in this study. We
also used a bias-tee (ZFBT-4R2GW-FT+, Mini-Circuits) to combine the mod-
ulation signal and the bias current to feed the driver. We measured the peak
of the received burst signal for each character sent from the laptop. The Vout

is then converted into an input power unit by using the equation provided in
the datasheet of PDA36A-EC. This setup is crucial for evaluating the feasibility
of NIR communications in scenarios where signals need to penetrate biological
tissues, such as in implantable medical device applications.
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Fig. 7. Measurement set-up with UWB radio through the biological tissue.

As illustrated in Fig. 7, the radio measurement setup was meticulously
designed to evaluate the performance of radio communications in HyWBANs. It
consists of a UWB transmitter (P410 PulsON, Time Domain) inside the body
(i.e., in-body device) that communicates with a UWB receiver (P410 PulsON,
Time Domain) that has its antenna positioned on the porcine skin (i.e., on-body).
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Using Time Domain’s Channel Analysis Tool (CAT) software, we simulated the
communications scenario inside the body by sending signals from the transmitter
to the receiver. We enclosed the antennas inside a box of RF absorber material
to avoid external interference. The received signals were saved on a laptop using
CAT software and analyzed later using MATLAB. This system makes it pos-
sible to accurately measure the radio signal’s capability to penetrate biological
tissue and the effectiveness of UWB technology in an in-body communications
scenario, essential for developing reliable hybrid WBANs.

Fig. 8. NIR received power varying the temperature of two biological tissue samples
(i.e., sample #6 and #7) and the gain of the PD .

Figure 8 shows the power (expressed in mW) of the NIR signal received after
passing through the two biological tissue samples with a maximum thickness
of 37 mm and 39 mm for samples #6 and #7, respectively. From Fig. 8, it is
evident how the propagation capabilities improve when the temperature reaches
37◦C, which is considered almost typical for a human body. Selecting a higher
gain (i.e., from 0 dB to 10 dB) in the receiver (PDA 36A-EC offers this option
using a rotary switch) does not lead to a significant advantage regarding receiver
sensitivity.

Figure 9 shows the UWB SNR measured by the on-body antenna placed on
the skin. Meanwhile, the transmitter and receiver were aligned for light. For the
UWB measurements, we left the in-body antenna at the fixed position while
we moved the on-body antenna in 1 cm steps to investigate the communication
limit.
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Fig. 9. SNR measurements of UWB transmissions through biological tissue.

4.2 Dataset: Measured and Synthetic Data for Medical Applications

Using HyWBAN

Developing and optimizing semantic communications and strengthening security
within hybrid networks necessitate a comprehensive dataset for training and
testing DL models. This dataset encompasses both measured features, such as
SNR and the power received by the PD in NIR communications, as well as
synthetic features. These synthetic features are conceptualized on the premise
that the constituent devices of HyWBAN can acquire and process biological
signals from individuals. This dual approach in dataset formulation facilitates
a realistic assessment of the HyWBAN’s operational capabilities and aids in
simulating a wide range of scenarios for advanced medical applications.

To refine the dataset for DL models in the context of HyWBANs for medical
applications, we employed a dual-strategy approach involving both the augmen-
tation of measured data and the generation of synthetic data. The augmentation
process for the measured attributes, specifically SNR for UWB and received
power for NIR, employs a statistical methodology in which new values are gen-
erated based on a Gaussian distribution. This distribution is centred on the
measured mean and standard deviation. This statistical rigour ensures the aug-
mented data are closely aligned with realistic measurement variations. We gener-
ated values for a few parameters: acceleration, heart rate and body temperature
to generate synthetic data to emulate the ability of HyWBAN devices to measure



382 S. Soderi et al.

biological signals. We assumed that a hybrid device could access these quantities
(as a knowledge base for semantic communications) in a medical application or
at least a part of it. These synthetic values are derived from a Gaussian distri-
bution, adhering to predefined mean and standard deviations to ensure they fall
within physiologically plausible ranges. The Table 1 summarises the specification
of statistics for the data generation process. Our semantic communication model
uses a binary classification approach, simplifying complex data into categories
like ’HIGH SNR’ or ’LOW SNR’ using the thresholds defined in Table 1. This
method efficiently filters out noise, focusing on key data aspects and significantly
reducing computational load. This binary representation accelerates model train-
ing and enhances interpretability, facilitating fast and decisive communications
analysis. We can then define the labels to be associated with each type of com-
munication in a supervised manner (see Table 2). These labels are the semantic
concepts that represent data the device measures in a compressed manner. This
particular approach to dataset preparation supports the robustness of the devel-
oped models. It ensures the simulation of diverse scenarios, which is critical for
applying HyWBAN in medical settings.

Table 1. Statistical summary of augmented and synthetic features.

Feature Mean Stand. Deviation [Min, Max] Threshold

SNR (dB)a 23.6 4.23 [17.57, 33.32] 19 dB

Input Power (mW)b 0.07 0.03 [0.02, 0.09] 0.05 mW

Acceleration (m/s2) 0 0.1 [-0.5, 0.5] 0.1 m/s2

Heart Rate (bpm) 60 25 [50, 120] <60 bpm, >110 bpm

Body Temperature (◦C) 36 2 [34, 42] 37◦C
a UWB measured data.
b NIR measured data.

Table 2. Classification labels for semantic communications

Label Condition

Full Communications HIGH SNR and HIGH LPW

Wide Communications HIGH SNR and LOW LPW

Communications in Motion (HIGH SNR or HIGH LPW) and HIGH ACC

Critical Communications (HIGH HR or HIGH TMP) and LOW LPW

Unstable Communications LOW SNR or LOW LPW

Reduced Communications Other scenarios not covered by above conditions
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5 Proposed Model Evaluation

Our study developed a deep learning model for semantic communication in HyW-
BAN: an autoencoder with a 64 − 32 − 64 neuron structure and a classification
model with dense layers and dropout regularization. The purpose of the autoen-
coder model within our semantic analysis is to reduce the dimensionality of the
input data, including SNR and heart rate, thereby enabling more efficient pro-
cessing and transmission. The autoencoder helps identify the most significant
features crucial for semantic analysis by transforming the data into a lower-
dimensional space. This process not only aids in preserving essential information
but also contributes to the system’s security by minimizing the amount of data
exposed to potential threats.

We have conducted a series of experiments to determine the optimal architec-
ture for our model. Our choice was guided by a grid search approach, where we
evaluated various configurations and selected the one that minimized the recon-
struction error on a validation set: the 64-32-64 structure balanced model com-
plexity and the ability to capture the underlying patterns in the data. We also
experimented with different activation functions and learning rates, ultimately
choosing a Rectified Linear Unit (ReLU) activation for its efficiency and a learn-
ing rate of 0.001 for stable convergence. The training process of our autoencoder
was carried out over 50 epochs, with early stopping implemented to prevent
overfitting. We used a batch size of 256, which was determined to be optimal
through experimentation, balancing the trade-off between training speed and
memory constraints. The dataset (after an augmentation of the data by a factor
of 50) comprised 2040 samples, split into 80% for training and 20% for valida-
tion. This information aims to enhance the transparency and reproducibility of
our model evaluation.

To visualize the effectiveness of the autoencoder in capturing semantic rela-
tionships, we apply the t-Distributed Stochastic Neighbor Embedding (t-SNE)
technique (see Fig. 10). This method is noted for its ability to represent high-
dimensional data in lower dimensions while preserving data structures, allowing
us to visually inspect the clustering of data points based on their semantic sim-
ilarities. We have expanded our discussion on the interpretability of clusters
formed in the t-SNE visualization. The clusters represent distinct data patterns
that the autoencoder has learned to encode. By examining the characteristics of
samples within each cluster, we can infer the model’s ability to discern different
features in the data, which supports its effectiveness.

The model is optimized using Adam optimizer and trained to categorize the
data into predefined semantic classes, as described in our data preprocessing
phase. Performance evaluation using a confusion matrix and accuracy metrics
confirmed the model’s efficacy. Finally, the model was converted to TensorFlow
Lite [28] (i.e., a Tiny Machine Learning framework that supports the conversion
of ML models into a format that can be run on microcontrollers), aligning with
low-power, edge-based IoT device requirements, ensuring privacy, energy effi-
ciency, and real-time processing. This approach signifies a substantial advance-
ment in semantic communication for smart healthcare applications.
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Fig. 10. Low-dimensional representation of data preserving semantic similarities. For
example, the figure shows the effect of NIR jamming on the semantic concepts.

In our evaluation, we compared the energy efficiency of our semantic commu-
nication with a jamming solution to the Elliptic Curve Diffie-Hellman (ECDH)
key exchange [29]. The comparison focused on various configurations, assessing
the energy consumption for different key lengths in ECDH (160 and 256 bits)
against our semantic communication model that can use 8 or 16 bits to repre-
sent the semantic concepts, and it is enhanced with jamming up to 8 and 16 bits
(i.e., worst case for our proposal). We assumed 0.1 µJ as the energy per bit and
0.2 µJ as the energy cost to jam a bit. This analysis, crucial for understanding
the practicality of deploying these methods in energy-constrained environments
like HyWBANs, is visualized Fig. 11, illustrating the total energy consumption
of each method. Such comparisons highlight the efficiency of semantic communi-

Fig. 11. Energy consumption comparison between SC with jamming and ECDH.
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cations, especially when supplemented with jamming, in contrast to traditional
cryptographic approaches like ECDH.

The classification performance of our TensorFlow model for semantic com-
munication in HyWBANs demonstrated good precision and recall across most
classes, with an overall accuracy of 94%. However, the corresponding Tensor-
Flow Lite model, optimized for low-power devices, showed a variation in perfor-
mance, particularly in precision and recall for specific communication classes like
Communication in Motion and Critical Communication, resulting in an overall
accuracy of 86%. This variation underscores the challenges in collecting more
data with measurements and balancing model complexity with the constraints
of edge computing devices.

6 Conclusions

The research presented in this paper marks a significant stride in enhancing the
security of HyWBANs. By integrating semantic communications with jamming
receivers, we demonstrate a robust method to protect sensitive health data and
biomedical devices within the HyWBANs framework. Our experimental analysis
provides valuable insights into the propagation characteristics of hybrid commu-
nications in biological tissues, forming the basis for an advanced DL model.
This model’s ability to generate and interpret semantic concepts, coupled with
a strategic jamming mechanism, ensures the reliable transmission of encrypted
data, thereby mitigating potential cybersecurity threats. Notably, our approach
outperforms traditional cryptographic methods in energy efficiency, making it a
viable solution for the energy-sensitive environment of HyWBANs.

The semantic strategy enhances security by transmitting only the necessary
and relevant data, reducing the attack surface. The deep learning model con-
tributes to this by learning to identify and filter out non-essential information,
thus streamlining the communication process and making it more secure. The
inherent security advantages of optical communications, such as the line-of-sight
requirement for the interception, are exploited in our hybrid system to strengthen
overall security further.

The findings and methodologies outlined in this study improve the security
of current HyWBAN systems and pave the way for their broader adoption in
smart healthcare services, aligning with the evolving landscape of 6G technology.
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9. Soderi, S., Mucchi, L., Hämäläinen, M., Piva, A., Iinatti, J.: Physical layer secu-
rity based on spread-spectrum watermarking and jamming receiver. Trans. Emerg.
Telecommun. Technol. 28(7), e3142 (2017)

10. Soderi, S., Dainelli, G., Iinatti, J., Hämäläinen, M.: Signal fingerprinting in cogni-
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23. Otto, C., Milenković, A., Sanders, C., Jovanov, E.: System architecture of a wireless
body area sensor network for ubiquitous health monitoring. J. Mob. Multimed.
1(4), 307–326 (2005)

24. Dolev, D., Yao, A.: On the security of public key protocols. IEEE Trans. Inf. Theory
29(2), 198–208 (1983)

25. Calvanese Strinati, E., Barbarossa, S.: 6G networks: beyond Shannon towards
semantic and goal-oriented communications. Comput. Netw. 190, 107930 (2021).
https://www.sciencedirect.com/science/article/pii/S1389128621000773

26. Du, H., Wang, J., Niyato, D., Kang, J., Xiong, Z., Guizani, M., Kim, D.I.: Rethink-
ing wireless communication security in semantic internet of things. IEEE Wirel.
Commun. 30(3), 36–43 (2023)

27. Zafar, S., et al.: A systematic review of bio-cyber interface technologies and security
issues for internet of bio-nano things. IEEE Access 9, 93529–93566 (2021)

28. Dutta, D.L., Bharali, S.: TinyML meets IoT: a comprehensive survey. Inter-
net Things. 16, 100461 (2021). https://www.sciencedirect.com/science/article/pii/
S2542660521001025

29. Stallings, W.: Cryptography and Network Security: Principles and Practice, 7th
edn. Pearson Education Ltd., London (2017)

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.

https://www.sciencedirect.com/science/article/pii/S1389128621000773
https://www.sciencedirect.com/science/article/pii/S2542660521001025
https://www.sciencedirect.com/science/article/pii/S2542660521001025
http://creativecommons.org/licenses/by/4.0/


Optical Wireless Power Transmission Through

Biological Tissue Using Commercial

Photovoltaic Cells Under 810 nm LEDs:

Feasibility Study

Syifaul Fuada1(B) , Malalgodage Amila Nilantha Perera1 ,

Mariella Särestöniemi1,2 , and Marcos Katz1

1 Centre for Wireless Communications, University of Oulu, 90570 Oulu, Finland

{syifaul.fuada,malalgodage.perera,mariella.sarestoniemi,

marcos.katz}@oulu.fi
2 Research Unit of Health Sciences and Technology, Faculty of Medicine, University of Oulu,

90570 Oulu, Finland

Abstract. Ensuring the provision of sustainable and secure electrical power for

ingestible/implantable medical devices (IMDs) is crucial for facilitating the mul-

tifaceted capabilities of these IMDs and preventing the need for recurrent battery

replacements. Using photovoltaic (PV) energy harvesting in conjunction with an

external light source can be advantageous for an optical wireless power transfer

(OWPT) system to enable energy self-sufficiency in IMDs. This study investi-

gates the performance of OWPT using commercial monocrystalline silicon PV

cells exposed to an 810 nm Near-infrared (NIR) LED light. The ethical concerns

are addressed by utilizing porcine samples (ex vivo approach), eliminating the need

for live animal experimentation. The experimental setup employs porcine meat

samples with several compositions, e.g., pure fat, pure muscle, and different layers

of fat-muscle. The primary goal of this initial study is to analyze the open-circuit

voltage output (VOC) of the PV against received optical power in the presence of

biological tissue. Our study demonstrates that PV cells can generate voltage even

when exposed to light passing through porcine samples with a thickness of up to

30 mm. Furthermore, the VOC values of PV cells attained in this study meet the

required voltage input level for supplying current IMDs, typically ranging from

2V to 3V. The findings of this study provide valuable insights into OWPT systems

in the future, where monocrystalline silicon PV cells can be employed as energy

harvester devices to supply various IMDs utilizing NIR light.
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1 Introduction

IMDs offer significant advantages in real-time health monitoring and targeted treatments

within the human body [1–3]. So far, a massive amount of research has been conducted to

enhance wireless implantable medical devices (IMDs) dedicated to improving patients’

well-being, for instance, in [4–10]. Various types of IMDs have been developed, each

with unique functions and designs [11–13]. A crucial aspect in making these resource-

limited IMDs more practical is providing sustainable electrical power [14], eliminating

the need for frequent surgical procedures to replace batteries, typically occurring every

3 – 7 years [15, 16].

Emerging technologies for delivering sustainable and reliable electrical power to

IMDs encompass piezoelectric or triboelectric generators, biofuel cells, inductive radio

frequency (RF), photovoltaics (PV), and other approaches. Inductive RF as an OWPT

system stands out due to its ability to provide relatively higher power levels [17, 18].

However, efficiency may be compromised when the transceiver is reduced in size or

needs to be correctly aligned [14]. The PV energy harvesting also offers a viable solution

by utilizing ambient or external light sources to generate sufficient electrical power for

IMDs. Nevertheless, to the best of our understanding, most of the studies in the literature

were conducted using visible light spectrum (e.g., sunlight) as a light source to power

PV cell, for instance, as done by [19, 20]; as a result, the light beam can not penetrate

deeply to the human body (limited to human skin layer) as visible light does not propagate

efficiently across biological tissue [21–23]. This is due to the fact that the skin absorbs the

majority of the visible light spectrum; particularly light with a wavelength of 1,300 nm,

as it is almost absorbed by the water content in the skin layer [24]. Near-infrared (NIR)

light which is a part of the light spectrums has the ability to penetrate deeper into

biological tissue [4]. Unlike other wavelengths, NIR radiation is less affected by the

absorption and scattering properties of biological tissues. Studies have confirmed that

NIR wavelengths >700 nm, referred to as long waves, do not pose any harm to the

human body and can effectively penetrate tissues [24]. To this end, there needs to be a

more comprehensive investigation regarding the electrical performance of commercial

PV cells when subjected to NIR through biological tissue.

Up to the authors’ knowledge, there is still few research on OWPT using NIR.

Authors in [25] studied efficient enhancement strategies for OWPT systems using NIR

and PV cells; showing that up to 48% of OWPT efficiency can be reached. However,

this research is conducted on a free space [25]. In [26], evaluation of OWPT employing

a 750 nm 5 mW laser is investigated; it has been shown that the proposed system could

recharge a 150 mAh battery even when situated beneath a skin tissue and regulated the

power provided to a low power IMDs, which is less than 10 mW. Nevertheless, the

efficacy of LED power level usage diminishes when applied to thicker biological tissue

due to the substantial loss (caused by absorption, scattering, and reflectance factors) of

optical power during the propagation of light through tissue [26].

This study analyzes the electrical performance attributes of a commercial PV that

can be implanted in the human body for the OWPT system employing NIR (810 nm

375 mW), focusing on electrical voltage. We considered NIR light as it can propagate

relatively well through biological tissue. Our experimental trials involved testing a PV

placed under a porcine sample with the surface emitted by an NIR light source in an
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aligned setting. We varied the transmitted optical power, and afterward, we measured the

received power density and the output PV cells in an open circuit (VOC). The findings

of our study proved that harvesting energy using NIR and PV cells across the biological

tissue is promising. On the other hand, our study offers unique insights into the design

and implementation of OWPT using NIR for IMDs by studying the received power

density and VOC of commercial PV cells.

Contribution. This paper is the first time to exploit the feasibility of employing com-

mercial monocrystalline silicon PV cells for OWPT through biological tissue under

NIR LED under 810 nm, focusing on analyzing the VOC characteristics. We consid-

ered porcine samples with different compositions, including pure fat tissue, pure muscle

tissue, and porcine samples with thicknesses up to 30 mm. Moreover, we also consid-

ered much deeper provision of optical energy that in previous literature that focused

under-skin cases.

2 Methodology

Figure 1 depicts the experimental setup used in this study; it consists of a LED driver

(DC2200, Thorlabs), NIR LED (M810L4, Thorlabs), optical power meter (PM100D,

Thorlabs) to measure received optical power (in mW) and power density (in mW/cm2

unit), and multimeter (MM400, Klein tools) to measure VOC of commercial PV cells.

Figure 2 shows the commercial monocrystalline silicon PV cells used in this study. Three

different PV cells were used: SM710K12L R3.0, SM111K04L R3.0, SM141K08LV

R3.0 (Ixolar, ANYSOLAR), then denoted as #PV1, #PV2, #PV3, respectively. These

PV cells are suitable for both outdoor and indoor applications. Table 1 summarizes the

specifications of PV cells used. The number of cells of PV#1, #PV2, and #PV3 are 12,

4, and 8, respectively.

In this study, we considered only VOC , that is open circuit performance. Therefore,

we did not connect the output of PV cell to any load. Figure 3 shows the porcine samples

used in this study, we used four samples: #1 (15 mm of thickness, fat layer), #2 (15 mm

of thickness, muscle layer), #3 (25 mm of thickness), and #4 (30 mm of thickness). In the

experimental procedure, all fresh meat samples were heated to a temperature of 37 °C

using an air heater within a chamber, aiming to align with the typical body temperature

of humans.

The dimensions of each sample are approximately 5 cm × 5 cm, and the LED is

positioned in alignment with the receiver through the sample without any free space

between them. Despite the small area of the used samples, the optical signal does not

pass through the sides of the sample. The LED as a transmitter source typically has a

limited field-of-view (FOV), leading to a very narrow optical beam. The propagation of

optical light is more directional compared to radio waves. In the case of our study, the

NIR LED has a confined viewing angle of 80° maximum, resulting in a narrow beam

and very short optical distance. A similar study conducted by [14] also employed a small

tissue area.
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Fig. 1. Experimental setup.

We first measure the received power in the air propagation medium (free space). In

the experimental setup, the NIR LED is positioned in direct line-of-sight (aligned) to

the optical sensor (S121C, Thorlabs) and exposed towards 4 cm of free space optical

distance. The optical sensor is connected to an optical power meter with settings as

follows: attenuation = 0 dB, input aperture = Ø9500 nm, and wavelength = 810 nm. By

adjusting the LED current through the LED, the subsequent endeavor entails measuring

the received optical power and power density.

The results of measurements conducted in a 4 cm free space using LED driver settings

of 500 mA, 400 mA, 300 mA, 200 mA, and 100 mA yielded power outputs of 47.3 mW,

38.5 mW, 29.1 mW, 19.4 mW, and 9.37 mW, respectively (Fig. 4a). Correspondingly, the

power densities were calculated to be 66.7 mW/cm2, 54.2 mW/cm2, 41.1 mW/cm2, 27.4

mW/cm2, and 13.21 mW/cm2, when subjected to 500 mA, 400 mA, 300 mA, 200 mA,

and 100 mA of LED current, respectively (Fig. 4b). It was observed that an increase in

LED current resulted in higher light intensity emitted by LED and consequently, higher

power received by the receiver. The relationship between light intensity and received

power was found to be linear, confirming previous findings by [27, 28].

(a) (b) (c)

Fig. 2. Commercial Monocrystalline Si PV cells: (a) #PV2, (b) #PV1, (c) #PV3.

(a)

(b)

(c)
(d)

Fig. 3. Porcine samples: (a) sample #2, (b) sample #1, (c) sample #3, (d) sample #4.
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(a) (b)

Fig. 4. Characteristics of NIR LED at 4 cm of optical distance (free space): (a) received power

in mW; (b) power density in mW/cm2.

Table 1. Electrical characteristics of commercial PV cells used in the study

Cell Parameter Typical Ratings #PV1 #PV2 #PV3

Open circuit voltage (VOC) 8.29V 2.76V 5.53V

Short circuit current (ISC) 29.2 mA 46.7 mA 58.6 mA

Voltage at max. Power point (VMPP) 6.70V 2.23V 4.46V

Current at max. Power point (IMPP) 27.4 mA 43.9 mA 55.1 mA

3 Results and Analysis

3.1 Received Optical Power

In this section, the optical power received after the NIR optical signal passes through

each sample is measured. The experimental scenario refers to Fig. 1, where the NIR beam

is directed towards the sample, while a sensor positioned behind the sample captures

the optical power. The measurement of LED power reception is crucial as it determines

the level of intensity received by the PV cells. The PV cell is capable of converting

light into electricity as long as the given light can penetrate the skin’s thickness, with

the conversion process being directly proportional to the intensity of the light. The

experimental findings, as presented in Fig. 5(a) and (b) reveal that the power density

and optical power received by each sample are much lower compared to free space

conditions, indicating a reduction in power due to the optical properties of the tissues.

The percentages of power density and optical power received in relation to free space are

13%, 9%, 2%, and 1% for sample #1, sample #2, sample #3, and sample #4 respectively.

These results suggest that fat tissue (sample #1) is a suitable signal propagation medium

compared to muscle tissue (sample #2), in line with previous research on RF wave cases

[10, 29]. We found that the results in optical waves coincide with those in RF waves on

biological tissue. It is observed that thicker tissues lead to a decrease in optical power

and power density, which is consistent with the results found in [30].
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(a) (b)

Fig. 5. Measurement of received power on various samples: (a) in mW; (b) power density in

mW/cm2.

3.2 VOC Measurement of Each PV Cells

As mentioned in the introduction, the main objective of this research was more high-

lighted on measuring the electrical voltage generated by PV cells under the OWPT cases.

The VOC of a single PV cell is a reliable indicator for assessing the depth of light pen-

etration into the human body and the amount of external light collected by the PV cell

implanted within the body; this is because the PV cell exhibits high sensitivity to vari-

ations in low-light environments [31]. Figures 6(a), (b), (c) show the results of PV#1,

PV#2, and PV#3, respectively. The measurement results of #PV1 on a sample #1 show

the VOC for LED currents 500 mA, 400 mA, 300 mA, 200 mA, and 100 mA are 5.24

V, 5.04 V, 4.77 V, 4.40 V, and 3.75 V, respectively. Upon comparison with #PV1, it is

observed that the VOC values for #PV2 and #PV3 are lower, with average reductions of

32% and 71% respectively. This average reduction is determined based on the compari-

son between sample #1 and sample #4. The typical VOC of #PV1 based on the datasheet

(Table 1) is higher than #PV2 and #PV3, the voltage rating remains higher even when

NIR is utilized through biological tissue. It can be summarized that the commercial PV

cells are capable of operating when exposed to NIR light, particularly in applications

involving biological tissue. The VOC of #PV1 and #PV2 meets the IMD’s voltage input

requirements. The typical voltage demand for IMDs (e.g., pacemakers) is generally 2

V–3 V to operate [32]. These mentioned voltages are the ideal threshold of the voltage

received in the PV cells that indicate a satisfactory for OWPT purposes. However, the

average VOC of #PV2 does not meet this standard, which is below 2 V. Possible solutions

that can be addressed further include connecting multiple PV cells either in series or

parallel to attain adequate VOC level, or keep using single PV cells but incorporating

storage (e.g., supercapacitors or rechargeable batteries) to store the generated energy – a

similar approach has been suggested by [33].
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(a) (b) (c)

Fig. 6. Measurement result of VOC of each PV cells on different samples: (a) #PV1; (b) #PV2;

(c) #PV3.

Table 2 provides a summary of the voltage (VOC) generated by PV cells. Several

research studies have been conducted to design PV cells specifically for IMDs. However,

it is important to note that these custom-designed PV cells as references [14, 34–36] are

not currently available in the market. Instead, our study investigates the commercially

available PV cells for IMDs. The VOC level can be enhanced by configuring PV cells in

parallel as proved in Table 2. The results show that the maximum attainable VOC is 5.25

V (at an LED current of 500 mA on #PV1 and sample #1), while the lowest recorded

VOC is 0.67 V (at an LED current of 100 mA on #PV2 and sample #3). Using single

PV cells, the VOC attained in this study is relatively higher compared to the provided

literature as in Table 2.

Table 2. Profile of VOC of PV cell for IMDs on similar works

References Year Wavelength PV Cell type Open circuit voltage (VOC)

[19] 2014 Visible light Commercial 1.89 V (single cell) and 5.67 V (parallel 3 ×)

[20] 2015 Visible light Commercial 4.08 V

[34] 2016 NIR 532 nm Own design 2.3 V (single cell) & 4.6 V (parallel 2 ×)

[35] 2017 Halogen lamp Own design 0.53 V

[36] 2018 NIR 780 nm Own design 4.25 V

[14] 2022 NIR 670 nm Own design 0.957 V (single cell) & 3.81 V (parallel 5 ×)

[37] 2023 NIR 808 nm Own design 0.45 V

This study NIR 810 nm Commercial 0.67 V (single cell, lowest)

5.24 V (single cell, highest)

3.3 Impact of Tissue Thickness

This section focuses on observing the influence of tissue thickness on the VOC of each PV

cell. Performing measurements on ex-vivo meat samples offer a more convenient option
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compared to measurements on anaesthetized animals, as it eliminates the requirement

for a clinical setting as typically conducted in hospital environments. Furthermore, the

tissue dielectric characteristics of adult pigs closely mimic those of humans, rendering

a commonly employed substitute for simulating the human body in medical studies

[10]. In addition, adjusting the meat to temperatures closer to the average human body

temperature, specifically 37 °C, is important as it will yield more realistic results, as

concerned by [9, 38].

Figures 7(a) – (d) show the measurement results of samples #1 to #4, respectively.

When measuring the VOC of #PV2 in sample #1 (fat tissue), the recorded values were

1.85 V, 1.77 V, 1.67 V, 1.51 V, and 1.29 V, with corresponding LED currents of 500 mA,

400 mA, 300 mA, 200 mA, and 100 mA, respectively. Subsequently, when measuring

VOC of #PV2 in samples #2, #3, and #4, the average reductions were 95%, 62%, and

60% respectively. Meanwhile, for #PV1 in samples #2, #3, and #4, the VOC were 98%,

(a) (b)

(c) (d)

Fig. 7. Measurement result of VOC of each PV cells on different samples: (a) sample #1; (b)

sample #2; (c) sample #3; and (d) sample #4.
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74%, and 68%, respectively. Similarly, the VOC for #PV3 in samples #2, #3, and #4

were 95%, 74%, and 72%, respectively.

It is evident that as tissue thickness increases, the intensity received by PV cells

decreases, resulting in smaller VOC values for each PV cell. Notably, sample #4, the

thickest, exhibited the most significant reduction of 60%–72%. Conversely, muscle tissue

(sample #2), which has the same thickness as fat tissue (15 mm), experienced the most

minor reduction, which is 95%–98%. This study did not include repeat measurements;

thus, future studies should consider conducting repeated measurements and analyzing

them statistically. This is crucial due to the potential deviations between initial and final

measurements, as highlighted by [31].

4 Conclusion

The findings presented in this paper provide an understanding of the performance

attributes of the electrical power delivery system within biological tissues; this includes

scenarios where devices such as NIR LED 810 nm and PV cells. This study considered

375 mW of transmitter power maximum (supplied by 500 mA of LED current) and con-

ducted on ex-vivo experiments using porcine samples. OWPT through biological tissue

employing commercial PV cells and single beam NIR LED 810 nm is promising. PV

cells can generate voltage despite the light being highly attenuated thick porcine sam-

ples up to 30 mm. Fat tissue is a better medium for light propagation than muscle tissue,

as it results in higher optical power received by the receiver and, consequently, greater

VOC of the PV cell. The experimental measurements in this study furnish essential and

foundational data for developing robust OWPT tailored to various types of IMDs. The

VOC value obtained in this study is greater than that reported in comparable literature

utilizing commercial PV cells. The VOC value obtained in this study is greater than that

reported in comparable literature utilizing commercial PV cells. This study only relies

on VOC parameter since it is initial form of extensive study, hence, more analyses are

required (for instance, electrical current, power, and energy).

In the future, we will consider integrating the presented approach with an energy

harvesting circuit to analyze its electrical power and energy charging level against time.

Thus, we will able to determine the duration of charging periods using PV cells and

storage (e.g., coin rechargeable battery or supercapacitor) and its operating time when

connected to IMDs (e.g., pacemakers). When connecting PV cells to a commercial power

management integrated circuit (PMIC) development kit, it is crucial to be aware of the

VOC value of the PV cells. This is because the kit has a specific input voltage rating, for

instance, the E-peas PMIC AEM10330 or AEM10300 has a voltage input rated from 100

mV – 4.5 V; exceeding these maximum limits for voltage input could result in damage.

The VOC measured in this study satisfy the minimum requirements for current IMDs

devices, which is typically 2V – 3V. The #PV2 and #PV3 can be seamlessly integrated

with these mentioned PMIC for further analysis as it falls within safe limits, which is

lower than 4.5V. The PMIC with a higher maximum input voltage, like the AEM10941

which has an input voltage range of 50mV to 5V, provide an alternative option for #PV2

and #PV3. However, caution should be exercised before integrating to PMIC when using

#PV1 as the measured voltage level for some samples exceeds 4.5 V. The compatible



Optical Wireless Power Transmission Through Biological Tissue 397

PMIC designated for #PV1 could be BQ25504RGTT, which supports a maximum input

voltage of 5.5V [39]. One of the challenges is that PV cells are naturally designed for

wide spectrum operation (e.g., outdoor light coming from the sun or solar light, indoor

light, and so on), while in our case, we used a narrowband light source, which is NIR

light. Employing commercial PV cells for NIR light can be a fascinating issue in future.
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Abstract. Cough is the most common symptom prompting individuals to seek

medical advice. However, the widespread adoption of autonomous cough moni-

toring using wearable devices remains limited. This paper introduces a wireless

cough monitoring device utilizing piezoelectric energy harvesting technology.

The design emphasizes cost-effectiveness and energy efficiency, allowing simple

attachment onto human skin using medical-grade tapes. The device’s standout

feature lies in its departure from continuously recording real-time acoustic data at

a high sampling rate, as commonly employed in prior works. Instead, it capital-

izes on the energy harvesting capability, utilizing harvested energy from muscle

movements induced by coughing as crucial information. The energy harvested

within specific intervals translates into a historical record of cough occurrences

during that timeframe. This Energy-as-Data protocol substantially reduces the

device’s duty cycle, resulting in a remarkable extension of battery life by up to

2100%. Notably, this extension is achieved while maintaining reasonable accuracy

in cough monitoring. With this capability, the device can autonomously monitor

and analyze cough data from both in- and outpatients, serving daily, research, and

clinical purposes. Its potential extends to enhancing prediction and management

of severe respiratory diseases.

Keywords: energy-as-data · battery life extension · energy harvesting

1 Introduction

Respiratory conditions impact over 700 million patients globally. Despite technological

advancements in disease management and treatment, more than half of the affected

population remains undiagnosed or experiences inadequate disease management [1–3].

Coughing signifies an underlying issue in an individual’s respiratory system, yet it

remains an underutilized diagnostic tool. Currently, there’s a lack of reliable and user-

friendly cough monitors. Most existing solutions for smart cough sensing primarily rely

on sound detection and recording methods [4, 5]. Prior studies have described the utiliza-

tion of smartphone microphones to capture cough sounds, followed by the application

of specific algorithms within mobile apps for processing and analyzing the recorded

sounds. These algorithms were typically designed to differentiate coughs from speech

© The Author(s) 2024
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and background noises, utilizing AI-assisted protocols and machine learning. Further-

more, these applications were capable of distinguishing a user’s coughs from those of

others, providing analyzed statistics and information such as the timing, frequency, and

severity of coughs, while also maintaining a relatively extensive and continuous history

of the user’s coughing behavior [4, 5].

However, research has highlighted that the previously mentioned solution heavily

depends on the user keeping the smartphone in close proximity due to the nature of

sound propagation. A notable drawback is that as the distance between the user and the

smartphone increases, both the accuracy and reliability of cough measurement signifi-

cantly diminish [6]. Moreover, the application requires the microphone to continuously

operate, resulting in rapid battery drain and raising privacy concerns.

In this study, a wearable cough monitoring device that utilizes the piezoelectric

energy harvesting concept to accurately measure coughs regardless of the distance

between the user and the data receiver is introduced. This device can be directly affixed

to the user’s throat, enabling on-site storage of all cough-related data. Consequently, it

operates independently of any smartphone or digital data receiver. This independence

significantly expands its utility to individuals who either do not use smartphones or do

not consistently remain in proximity to their phones. This includes demographics such as

the elderly, athletes, children, individuals with disabilities, in-patients, and more. Addi-

tionally, a substantial extension of battery life is a significant benefit derived from this

technology.

2 Methodology

2.1 Architecture of Piezoelectric Cough Sensing System

Generally, piezoelectric materials possess the capability to convert mechanical stress or

strain into electric charge, or conversely, convert electric potential into material deforma-

tion. Piezoelectric energy harvesters harness the former attribute of these materials. When

exposed to ambient kinetic energy like vibrations, impacts, or acceleration/deceleration,

the piezoelectric component experiences mechanical stress or strain. In a closed external

circuit, this results in the flow of electric charges, generating current, and subsequently

producing usable electricity [7].

In fact, the mechanism utilized by piezoelectric sensors for decades involves con-

tinuously monitoring the output of the piezoelectric component, reflecting real-time

mechanical stimuli on the sensor. However, in this study, employing this sensing mode

was unfeasible. Continuous monitoring of the piezoelectric output necessitates inces-

sant readings by the microcontroller in the circuitry. This continuous procedure would

rapidly deplete the battery, which proves impractical for long-term cough monitoring,

requiring an extended power source lifespan.

Conversely, the conventional piezoelectric energy harvesting approach was not uti-

lized in this study either. Typically, the generated electricity from this method is employed

to charge the battery, thereby extending its lifespan. However, in this particular work,

the muscle movement induced by coughing is highly intermittent. The power generated

per cough, typically ranging from nanowatts to microwatts, is insufficient to effectively

charge the battery.
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Hence, this study integrates the principles of piezoelectric sensing and energy har-

vesting. Figure 1 illustrates the operational mechanism of the cough sensing system. The

system comprises a piezoelectric energy harvester connected in series with an AC-DC

rectifier and an energy storage component. The piezoelectric energy harvester can adopt

various structures optimized for off-resonance harvesting of kinetic vibrational signals,

such as unimorph and bimorph cantilevers or diaphragms.

Fig. 1. Schematics of the working mechanism for the cough monitoring system.

The AC-DC rectifier may take the form of a diode or a full diode bridge rectifier. Its

role is to convert the AC electric field generated by the piezoelectric energy harvester

into a DC field for charging the energy storage. The energy storage element could be

any component facilitating rapid charging and discharging, like a capacitor, thin-film

battery, supercapacitor, and similar devices. Importantly, it is essential to note that the

energy storage utilized here is not designed to serve as the primary power supply for the

entire cough sensing device. Instead, it functions as an approach to significantly reduce

the system’s power consumption, which is elaborated in subsequent sections.

The choice of forward voltage for the rectifier should hinge on the sensitivity of the

piezoelectric energy harvester concerning the ratio between the input cough strength

and background noise, including body movements, speech, and other acoustic signals.

Essentially, the rectifier should effectively distinguish genuine cough signals from non-

cough signals.

Regarding the selection of capacitance for the energy storage, it should be based

on the intended duration of the monitoring period. For prolonged cough monitoring, a

larger capacitance with low leakage is preferable, while shorter-term monitoring favors

a smaller capacitance with higher leakage.

2.2 Working Mechanism of Cough Sensing by Piezoelectric Energy Harvester

During the idle stage (Fig. 1), the system operates in standby mode without any energy

generation from the piezoelectric energy harvester. However, when the system user
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coughs, this action triggers the piezoelectric energy harvester to convert the kinetic

energy from the muscle movement into electrical energy. This electrical energy then

charges the capacitor, constituting what is termed as the ‘Cough-charging’ stage.

Within a defined measurement interval, the voltage level of the energy storage after

charging is proportionate to the accumulation in number or intensity of coughs which

occurred during that timeframe. Subsequently, the electronics measure the voltage of

the charged capacitor at the end of this interval, known as the ‘Measurement-charged’

stage.

In the interval between two consecutive measurements, the energy storage undergoes

a discharge process either through natural leakage or intentional discharge via program-

ming. This discharged energy storage prepares for the next operational cycle, termed the

‘Interval-discharging’ stage. Following this stage, the system reverts to the idle stage,

and this cyclical process continues over time. Figure 2 illustrates the block diagram of

the electronics depicted in Fig. 1, where the energy storage is additionally connected in

parallel with the analog input GPIO (general-purpose input/output).

Fig. 2. Block diagram of the electronics.

2.3 System Integration and Device Packaging

The complete system was devised and compactly encapsulated within a small-sized

device. Figure 3 illustrates two examples of the system’s packaging. Figure 3(a) demon-

strates the application of a piston-type mechanism, while Fig. 3(b) depicts a ball-

triggering mechanism implemented onto the piezoelectric component. Biocompatible
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materials were carefully selected for the packaging of the device. Figure 3(c) demon-

strates the outlook of a fabricated device with diameter of 25 mm and thickness of

5 mm.

Fig. 3. Schematics of two examples for device structures and packaging: a) piston-type and b)

ball-induced sensor element; c) Photo of a fabricated device placed on a medical-grade tape.
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2.4 Program for Data Acquisition, Storage, and Transmission

Figure 4 illustrates the logical flowchart of the program utilized in this study. At the

commencement of the monitoring procedure, the programmed microcontroller manages

voltage measurements from the energy storage and subsequently stores the obtained

data in a mass data storage unit. Furthermore, the program has the capability to enable

wireless data transmission, although this specific function was not within the scope of

this study.

Fig. 4. Logic flow chart of the program used in this work.



Method to Monitor Cough by Employing Piezoelectric Energy 407

3 Results and Discussions

3.1 Optimization of Sensitivity for Cough Detection

The placement of the device on the user’s throat skin is a critical factor that determines

the sensitivity and selectivity of cough signals. Figure 5 demonstrates the distinction

between data collected at an improper position and data collected at an ideal position1.

It should be noted that the data were unrectified and were collected before the energy

storage.

Fig. 5. a) Demonstration of measurement positions and raw output voltage before rectification

detected from the piezoelectric energy harvester when the cough sensing device was attached at

b) an improper location (position 4. in a)) and c) an ideal location on throat (position 1. in a)).

In Fig. 5 (b), it is evident that when the device was improperly attached to the

throat, the piezoelectric energy harvester exhibited sensitivity to various types of signals

beyond coughing. This sensitivity was due to muscle movements triggered by diverse

actions, leading to the undesired outcome where the intended cough signals couldn’t be

distinguished from other signals categorized as noise.

Contrastingly, in Fig. 5 (c), when the device was positioned at an ideal location, the

majority of unwanted signals could be effectively filtered out, emphasizing the amplified

representation of the anticipated cough signal. Determining the correct positioning on

the throat may vary among individuals and should be evaluated through trials before

implementing the device in clinical use.

Impedance in the voltage measurements of Fig. 5 was fixed at 1 M�, giving the

maximum output current of approximately 1.1 µA. However, it should be noted that for

the methodology used in this study, the output current from the energy harvester was no

longer essential. The charged capacitor voltage replaces the instantaneous output voltage

and current and then becomes a crucial factor in the measurement procedure.

1 Ethical issues were addressed before testing the device on human subjects in University of Oulu

Hospital Testbed via contractual clinical trial.
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3.2 Correction of Influence of Self-discharging on Data Acquisition from Energy

Storage Unit

Understanding the self-discharge behavior of the chosen energy storage unit is crucial,

as depicted in Fig. 1 and Fig. 4. This entails comparing the actual voltage increase after

each ‘Cough-charging’ stage against that subsequent to the ‘Interval-discharging’ stage.

Figure 6 exhibits an illustration of the self-discharge curve for a 100 µF commercial

capacitor (C1210C107M8PAC7800, KEMET), showcasing its behavior without any

external contribution of charging from the piezoelectric energy harvester. Additionally,

the real-time voltage drop derived from the self-discharge curve is graphically presented.

When programming the system, it is essential to utilize the self-discharge curve as a

dynamic baseline and as a reference for voltage calculation and analysis. This analysis

involves estimating the expected decrease in voltage over specific periods to ascertain

whether the capacitor has indeed been charged during those intervals.

Equation 1 expresses the gained voltage (Vgain) of the capacitor in each operation

cycle (Fig. 1) with data acquisition interval (ti), where t is time, Vt and Vt+ti are capacitor

voltages at the beginning and end of a data acquisition cycle, respectively, and Vd

is instantaneous voltage drop shown in Fig. 6. Vgain > 0 within ti indicates that the

capacitor has been charged by the piezoelectric energy harvester and the value of Vgain

can then be translated to number or intensity of the coughs for the period of ti.

Fig. 6. Dependence of measured capacitor voltage and calculated instantaneous voltage drop on

time for a 100 µF capacitor connected in the cough sensing system.

Vgain = Vt+ti
− Vt +

∫
t+ti

t

dVd · ti (1)

3.3 Functionality Demonstration of Cough Sensing and Data Interpretation

Figure 5 previously detailed the device’s optimization and positioning at an optimal

throat location, effectively filtering out most non-cough signals during data collection.

Considering that non-cough signals were relatively smaller compared to cough signals,
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a threshold value for Vgain was established during the programming phase (Fig. 4) to

exclude the recording of undesired harvested energy. Figure 7 displays the data gathered

from a volunteer wearing the device during routine activities.

Setting Vgain to 100 mV before data collection ensured that only values above 100 mV

were exhibited in Fig. 7. Values below this threshold, unlikely to represent a genuine

cough, were omitted. In Fig. 7(a), the individual stayed indoors for approximately 6 h

during the test. At the test’s start and end, notably large Vgain values were recorded due

to attaching and detaching the device, causing substantial impacts on the sensor. These

anomalies are easily identifiable in practical scenarios and symmetrically appear at both

ends, posing no significant concern for the accuracy of cough signal detection.

The dashed line in Fig. 7(a) represents the minimum level (150 mV) for successful

cough signal detection. Among the 13 points surpassing this level, 10 were identified as

true cough signals. If this minimum threshold was increased to 200 mV, all nine points

above this level were accurate cough signals, but one genuine cough signal fell below

the threshold, resulting in a missed detection. Therefore, basic post-data acquisition

statistical analysis yielded a detection accuracy range of approximately 77% (10 out

of 13) to 90% (9 out of 10) for indoor cough monitoring. It should be noted that the

detection accuracy may also be affected by the frequency of cough during the wearing

period of the user.

However, detection accuracy notably declined during outdoor activities, as seen in

Fig. 7(b). Besides the substantial signals at the test’s start and end due to device attach-

ment/detachment, numerous non-cough signals were recorded. Regardless of the thresh-

old level set for statistical analysis, either more non-cough data points were recorded than

true cough data points, or a majority of authentic cough data points were disregarded.

In Fig. 7(b), non-cough signals were primarily from clothing adjustments and outdoor

activities such as walking and driving. The major reason for these false signals was a

scarf worn by the volunteer rubbing against the sensor. As a scarf is likely the closest

possible object to the wearer’s throat during outdoor activities, the case in Fig. 7(b) hence

represents the worst possible scenario that may appear in practice.

The volunteer deliberately tapped the sensor during the test, with the finger-tapping

signals reaching comparable levels to non-cough signals, indicating that outdoor clothes

impacting the sensor generated a similar energy amount and transferred it to the capacitor.

While advanced data analysis, like deep learning, might differentiate between cough

and non-cough data by analyzing data shapes or correlations [8, 9], this aspect exceeds the

study’s scope. Despite potential advanced analytical tools, optimizing the piezoelectric

energy harvester and device structure to be less susceptible to external stimuli is pivotal.

Future works should focus on designing a more sensitive piezoelectric energy harvester,

possibly functioning in resonance mode, for improved cough detection.

Another possible challenge could be defining a standard set of thresholds that can

be applied to a particular demographic based on gender, age, size, etc. Nevertheless,

through clinical trials, it was proven that the position of the device did not need to be

adjusted throughout the day for the same device wearer.

Despite the need for enhancements in outdoor cough monitoring, the primary advan-

tage exhibited by the Energy-as-Data protocol implemented in the device—where muscle

movement energy harvested through piezoelectric means served as data regarding cough
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history within specific intervals—was the remarkable extension of battery life. The Li-ion

battery (CR1225, Reneta Batteries, Switzerland) powering the entire monitoring system

would typically last only overnight when operating in the traditional piezoelectric sens-

ing mode with a high sampling rate. However, in the Energy-as-Data mode employed in

this study, the battery could sustain operation for over a week, marking a 2100% increase

in battery life thanks to the significantly lowered duty cycle. Considering the fact that

possible addition of data analysis protocols can increase the energy consumption, the

above-mentioned device structure optimization will be preferred to using on-site data

analysis since there is a good chance that an optimized device structure is already able

to screen cough data from the input end.

Fig. 7. Data captured by the cough monitoring device worn by a volunteer during regular activities,

covering a) indoor sessions exclusively and b) combined indoor and outdoor scenarios. The Vgain

threshold for data acquisition was established at 100 mV.
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4 Conclusions

This research has introduced the operational mechanism, architectural design, data acqui-

sition methodology, and performance evaluation of an independent cough monitoring

system using a wearable piezoelectric energy harvesting device. Leveraging the Energy-

as-Data concept, the battery life has been magnified by a factor of 21. Given the reason-

ably accurate cough detection rates of 77–90% for indoor monitoring, this novel device

has showcased suitability for clinical trials aimed at forecasting and handling respira-

tory illnesses in patients predominantly indoors. Future endeavors will focus on refining

cough detection accuracy in both indoor and outdoor settings. Additionally, study should

be conducted for comfort level of wearing the device and hence possible strategies for

improving the practicality of wearing the device for cough monitoring in real scenarios.
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Abstract. Microwave technology is emerging as a promising candidate
in the field of medical diagnosis and imaging and has paved the way for
a transition from invasive to non-invasive methods of monitoring vari-
ous biological phenomena inside the human body. Intracranial Pressure
(ICP) is considered to be a very important parameter by medical prac-
titioners for assessing the health of a subject. Accurate, prolonged, and
noninvasive measurement of ICP is still an open area of research with
no clinical success so far. Therefore, in this paper, a microwave-based
method for non-invasive monitoring of ICP is proposed. The setup uti-
lizes flexible, thin, small, and lightweight planner antennas that are very
suitable for non-invasive monitoring of ICP from the skin without com-
promising the comfort of subject. The proposed microwave method is
tested on a realistic head phantom model which imitates the functioning
of hydrodynamics in a real human head. The measurement results from
the proposed method are verified using invasive pressure sensors. It is
deduced from numerous trials that the proposed microwave system can
detect small changes in ICP pressure and its response is analogous to
actual pressure values measured by invasive pressure sensors.

Keywords: Intracranial Pressure · Microwave · non-invasive · brain
monitoring · Cerebrospinal Fluid · hemorrhage · stroke

1 Introduction

The brain is one of the sovereign organs in the human body responsible for a
variety of intricate biological processes that affect a person’s overall functioning
and well-being. Thus monitoring the different phenomena associated with brain
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activity and functioning is of paramount importance to doctors and researchers
working in the field of medicine and bioengineering [32]. The measurement of
Intracranial Pressure (ICP) is one of these phenomena that can give deep insights
into brain health and performance. Numerous neurological disorders such as
swelling in the brain, intracranial hemorrhage, stroke, brain tumor, traumatic
brain injury (TBI), and/or hydrocephalus have an impact on ICP [3,18,24,30].
The human brain is surrounded by a rigid bone structure that maintains a
constant pressure inside the skull by optimizing the volume of its contents. ICP
is the pressure within the craniospinal compartment constituted of brain, blood,
and Cerebrospinal Fluid (CSF) and is governed by the Monro-Kellie doctrine
[25]. The mean ICP for human adults is in the range of 5–15 mmHg when the
subject is lying down with face and body looking upwards [4].

The current methods for ICP measurement in clinical conditions are mainly
invasive and involve inserting either an intraventricular catheter, micro trans-
ducer, external ventricular drain (EVD), or lumbar puncture inside the skull
[6,38]. These methods can produce fairly accurate ICP results but are bound
by numerous limitations in terms of infections, malposition, time to set, and the
requirement of precise neurosurgical expertise. To add to this, the ICP measuring
device can cause hemorrhage of its own. Further, the invasive methods cannot be
used for a prolonged time and are only suitable for surgical procedures in hospi-
tal settings [37]. The field of wearable brain monitoring technologies has seen a
massive upsurge in clinical trials and research over the past two decades due to
its ease of access and safety. In recent years, a lot of non-invasive methods have
been proposed as a solution to the problems of invasive methods. A non-invasive
device can eliminate the problems associated with invasive devices and is a suit-
able candidate for both clinical applications as well as prolonged monitoring of
ICP outside hospital settings. The use of current 5G and 6G technologies in
healthcare is also supporting the usage of non-invasive devices outside standard
hospital settings. Understanding the trend of ICP values can benefit the diag-
nosis of less critical illnesses such as headaches, migraines, and sight issues, for
which ICP readings are typically not considered required [38].

The non-invasive methods for ICP measurements include ultrasound time
of flight technique [27,28], Transcranial Doppler (TCD) ultrasonography [2,34],
otoacoustic emission [8], Magnetic Resonance Imaging (MRI) [11], Electroen-
cephalography (EEG) [7], tympanic membrane displacement [9], acoustic meth-
ods [8,21], optic nerve sheath ultrasonography [20], ophthalmodynamometry
[22], optical coherence tomography of retina [35] and jugular vein measurement
[36]. Table 1 gives an overview of different techniques for ICP measurements
based on the type of sensors and phantom models. Apart from these methods,
the microwave technique is also proposed in some of the studies for ICP mea-
surement [1,12,13,16,26,29]. When compared with other techniques, the use of
microwaves in ICP measurement offers several advantageous features such as
safety due to the use of a non-ionizing electromagnetic (EM) field, higher pen-
etration depth compared to optical modalities, mobility of equipment due to
low power small size transducers and transceivers, ease of application due to its
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Table 1. Different techniques for ICP measurements based on the type of sensors and
phantom models.

Ref. Senor used Phantom/dataset

[19] PZT sensor and MEMS
capacitive sensor

Dry tests in a sealed chamber,
canine model (beagle), and
specimen from dura mata

[16] Sub-dural ICP implant and
planar inverted F antenna

In-vitro and in-vivo
canine test set-up

[23] CC2500 2.4 GHz transceiver
and MSP430 microcontroller

dry test and wet test
in sealed chamber

[15] Model-based approach
on dataset

Dataset from comatose patients
with severe closed head injury

[13] Annular slot antennas (ASA)
at 0.9 GHz

Phantom of cubic shape
plastic container box
containing a balloon

[17] MEMS capacitive sensor Animal model of
blast-induced brain injury

[3] MEMS pressure sensor 5 mm layer of pig skin

[29] Microwave SRR sensor Phantom of the upper
part of head

[12] EM resonant sensor patch Human Subjects
and phantom

[5] B4C sensor Human Subjects

[10] NellcorTM SPO2
Forehead Sensor

Human Subjects

non-invasive nature and the possibility to be used from a distance in wireless
measurements from the bedside without requirements of moving the patient, fast
signal acquisition, lower cost of equipment and usage, etc. These benefits make
microwaves an ideal solution for the measurement of ICP.

Motivated by the advantages of non-invasive methods for ICP measurement,
this paper presents a method for accurately monitoring ICP changes in the head
using microwave technology. One unique feature of this work is the testing of
the proposed microwave method on realistic head phantom models. Most of the
related studies in the literature are based on very simplified phantom models that
fail to resemble the actual hydrodynamics of the human head. In this regard,
a realistic phantom model is developed in this paper which is more suitable
to study the changes in ICP. Another important feature of this work is the
comparison between different antenna configurations which aids in selecting the
best suitable position for placement of antennas around the skull. Further, unlike
most of the previous studies, the present work is not confined to the study of only
S11 but also considers other S parameters. This provides a better insight into the
relationship between the S parameters and changing ICP values. Measurements
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Fig. 1. Block diagram of ICP Measurement Setup.

made on realistic phantoms and simulation results showcase that the proposed
system can be utilized for accurate and efficient non-invasive measurement of
ICP.

The rest of the paper is organized as follows: Sect. 2 presents the Material
and Methods utilized in the study which constitutes the description of the brain
phantom model and microwave method for ICP measurement. The results and
discussion is presented in Sect. 3 and Sect. 4 holds the concluding remarks of the
paper.

2 Material and Methods

The block diagram depicting the setup utilized in this study for ICP measure-
ments is shown in Fig. 1. The setup comprises two blocks i.e. the phantom system
and the system for ICP measurement. The phantom system consists of a head
phantom, an electromagnetic dosing pump, and a water container. The ICP mea-
surement system consists of a Vector Network Analyzer (VNA) connected to two
microstrip patch antennas using SMA connectors, two pressure sensors, a Data
Acquisition (DAQ) System, and a personal computer. A detailed description of
both sub-systems is presented in the following subsections.

2.1 Realistic Phantom Model

The phantom model developed for ICP measurement consists of a brain phan-
tom inside a skull phantom. The skull phantom is acquired from True Phantom
Solutions [33]. This human skull phantom is made from epoxy-based bone mate-
rial and the dimensions are taken from a Computed Tomography (CT) scan of
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Fig. 2. Microwave-based setup for ICP measurement using a realistic phantom model.

an average human male head. The dielectric properties of the skull phantom cor-
respond to an actual human skull. The skull is horizontally cut into two parts
which can be joined for easy accessibility of space inside the skull. A customized
stand is built to maintain the skull phantom in an upright position. The brain
phantom is made from a nonporous flexible balloon of dimensions similar to the
average human brain when inflated. The skull phantom is partially filled with
water. The brain phantom is carefully placed inside the skull phantom.

The skull phantom has a hole at the bottom through which a Y-shaped two-
pronged connector is installed for pumping liquid inside the skull. One end of
the pronged connector is connected to the brain phantom using a water hose
of suitable length. The other ends of the connector are used to pump water in
and out of the brain phantom. The inlet of the brain phantom is connected to
a water container using one end of the Y-shaped two-pronged connector and
hose which acts as an outlet for the phantom system. Similarly, the other end
of the connector is connected to the water pump which works as the inlet of
liquid inside the brain phantom. A very precise electromagnetic dosing pump
’Athena 4’ from Injecta [14] is utilized for pumping the liquid in and out of the
brain phantom. A pressure regulator is installed between the hose connecting the
outlet of the brain phantom with the water container. The outflow of liquid from
the brain phantom can be controlled using this regulator and thus the required
value of ICP can be maintained inside the phantom system. The snapshot of the
microwave-based setup for ICP measurement using a realistic phantom model
is shown in Fig. 2. The setup with microwave antennas attached to the head
phantom is shown in Fig. 2(a) and the complete setup with antennas, Vector
Network Analyser (VNA), pump, hoses, and pressure sensors can be visualized
in Fig. 2(b).
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Fig. 3. LabVIEW program for monitoring pressure values and controlling the electro-
magnetic dosing pump.

The pressure and pulsation generated by the pump are controlled by using
a LabVIEW program on a computer. A pressure sensor is installed inside the
brain phantom (P1). Another pressure sensor is mounted inside the skull phan-
tom which measures the pressure between the skull and brain phantom (P2).
The measured pressure readings from both sensors are captured by a DAQ sys-
tem which is then transferred to a personal computer. A LabVIEW program is
created for monitoring and recording the pressure values from both sensors. The
snapshot of the LabVIEW program is shown in Fig. 3.

2.2 Microwave-Based System for ICP Measurement

The proposed microwave-based system for ICP measurement consists of two
small flexible microstrip patch antennas designed on Rogers5880. The flexibility
offered by these antennas makes them suitable for on-body measurements. The
antennas operate in two bands i.e. 2.5GHz (ISM band) and 3.1–10.6 GHz (UWB
band). The overall dimensions of the antenna are 40 × 40 mm. Further details
on this antenna design are available in [31]. Two different configurations are
tested for antenna placement and compared in terms of their accuracy for ICP
measurement. In the first configuration, the antennas are placed in a vertical
orientation with a horizontal spacing of 1 cm from each other on the same side
of the skull as shown in Fig. 2(a). The other configuration involves placing the
antenna in a vertical orientation on opposite sides of the skull 13 cm apart. The
antennas are directly connected to VNA and S parameters are computed for
numerous scenarios. Two pressure sensors P1 and P2 are utilized to measure
real-time pressure readings of the setup. These pressure values are used to verify
the results obtained from the microwave-based ICP measurement system. The
pressure sensor P1 is installed inside the brain phantom and the pressure sensor
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P2 is installed between the head phantom and brain phantom. The pressure
sensors are connected to a Data Acquisition (DAQ) system using coaxial cables
which are further connected to a computer for processing the data.

3 Results and Discussion

The microwave technique-based setup explained in Sect. 2 is utilized for mea-
suring ICP in different physiological conditions. One of the primary aims of this
study is to test the feasibility of microwave techniques for ICP monitoring in
realistic scenarios. The pressure sensors installed in the skull phantom and brain
phantom are utilized to extract very precise real-time pressure values. These

Fig. 4. S parameters when both antennas are placed on the same side with increasing
values of pressure from 5 mmHg to 26 mmHg.
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pressure values are utilized as a reference to verify the results obtained from the
proposed microwave method. The relationship between variation in S parameters
at different frequencies and ICP values is developed using numerous trials.

Figure 4(a) shows the S11 plot for the first configuration of the antenna (when
both antennas are placed on the same side). The measurements are taken with
increasing ICP values from 5 mmHg to 26 mmHg. The subfigures are provided in
each graph to present a zoomed view of a particular frequency range of interest. It
can be visible from the subfigures of Fig. 4(a) that change in ICP has a distinctive
effect on the S11 parameter at some specific frequency bands. The results are
shown for 3.6–3.8GHz and 5.05–5.2GHz. It can be observed that the S11 curves
show a distinctive pattern, especially in the 5.05–5.2GHz band with changing
ICP. The S21 results for this antenna configuration are presented in Fig. 4(b).
Similar to the case of S11, S21 also shows a cognitive trend at some frequency
bands (4.9–5.4GHz) with increasing values of ICP. The S22 results for microwave
setup with both antennas on the same side and increasing values of pressure are
shown in Fig. 4(c). An interesting observation from Fig. 4(c) is that the trend
of S22 curves is similar to S11 and S21. This gives a better insight into the
system response regarding changing ICP values especially when the difference in
S parameters is small for minute changes in ICP.

In order to verify the trend and establish a thorough understanding of the
relationship between S parameters and ICP values, the investigation carried out
for the case described in Fig. 4 is repeated but with decreasing values of ICP. For
this case, the balloon was initially filled to achieve the maximum value of ICP,
and the pressure was then gradually reduced in small steps to study the trends
of S parameters. The results of S parameters for the case of decreasing values of
pressure when both antennas are placed on the same side of the skull are shown

Fig. 5. S parameters for the case of decreasing values of pressure from 26 mmHg to 5
mmHg when both antennas are placed on the same side of the skull.
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Fig. 6. Curves of S parameters v/s frequency for the case when both antennas are
placed on the opposite sides of the skull with increasing values of pressure from 5
mmHg to 26 mmHg.

in Fig. 5. It can be visualized from Fig. 5(a) that the S11 parameters showcase
a similar trend as observed during increasing values of ICP but not in the same
frequency bands. In this case, a strong trend is visible for the frequency bands of
3.3–3.8GHz and 4.35–4.75GHz. Similarly, the results of S22 (dB) v/s frequency
for this configuration are shown in Fig. 5(b).

Further, Fig. 6 shows the results of S parameters for another antenna con-
figuration wherein the antennas are placed on opposite sides of the skull 13 cm
apart. The S11 v/s frequency plot for this configuration is shown in Fig. 6(a).
It can be visualized from Fig. 6(a) that the S11 parameter shows very subtle
changes wrt. frequency. The reason for such a response is the penetration losses
which become higher in this case due to signal transmission through the com-
plete head phantom. Similar results for S21 and S22 are shown in Fig. 6(b) and
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(c). It is also observed that the S parameter curves show some outliers in the
trend with change in ICP values which is again due to the higher signal losses
as compared to earlier cases when antennas were placed on the same side of the
skull.

4 Conclusion

A microwave-based method is proposed in this work for non-invasive monitoring
of ICP. The proposed method is based on flexible small-sized antennas and a
realistic phantom model. The method is tested for both the cases of increasing
as well as decreasing ICP values. Two different antenna configurations have been
evaluated and it is observed that placing the antennas on the same side of the
skull produces more favorable results in terms of accurate tracking of ICP as
compared to when the antennas are placed on opposite sides. The interrelation
between the S-parameters and ICP values is visible from the results. However,
further research is required to accurately translate the antenna coefficients to the
corresponding ICP values. This work can be further extended by testing with
different antenna setups to determine the frequency band and optimal distance
between the antennas.
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Abstract. Early cancer detection is crucial, especially for intestinal cancer with

subtle early symptoms. While camera-based Wireless Capsule Endoscopy (WCE)

systems are efficient, patient-friendly, and safe investigating gastrointestinal (GI)

track thoroughly, some limitations persist in visualizing only the inner part of

the GI regions. Our study introduces a radio channel analysis -based approach to

detect intestinal/abdominal tumors which are not visible for the WCE camera, i.e.,

the tumors which have started to grow on the outer parts of the intestinal track.

Focused on S-parameter patterns in realistic human voxel models, our simulation-

based method discerns dielectric property variations in normal and tumorous tis-

sues, replicating intricate tissue characteristics. Preliminary simulation results in

different intestine locations demonstrate our technique’s efficacy in differentiat-

ing normal and tumor cases based on S-parameter patterns. With a 98% accuracy

rate, simple logistic regression classification model excels in distinguishing nor-

mal from tumor tissues, significantly enhancing diagnostic precision in GI health

monitoring showcasing its potential to revolutionize early cancer detection and

advance diagnostic accuracy within simulated human anatomy. This represents

a substantial stride toward improving healthcare outcomes through cutting-edge

technology.

Keywords: Early detection of tumors · Gastrointestinal monitoring · implant

communications · ultra-wideband

1 Introduction

Gastrointestinal (GI) tumors encompass a diverse spectrum of lesions, ranging from

benign polyps to aggressive malignancies which may represent a significant health bur-

den globally especially in developed countries [1, 2]. Colorectal cancer ranks as the
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most prevalent gastrointestinal (GI) malignancy [2] whereas small intestine cancer is

rare even though small intestine forms a major part of the digestive tract [3]. Small bowl

cancers, often originating in inner lining, can extend through various layers [3].

The early detection of intestinal tumors stands as a critical challenge in modern

oncology, as timely intervention significantly improves patient outcomes and survival

rates [2]. Traditional diagnostic modalities such as computed tomography (CT) [4],

magnetic resonance imaging (MRI) [5], and conventional endoscopy with the flexible

tube [6] are effective, although often pose limitations in terms of invasiveness, patient

discomfort, efficiency, and potential side-effects [6].

Wireless capsule endoscopy (WCE) is attracting attention due to its simplicity and

ability to comprehensively examine the gastrointestinal (GI) tract, especially the small

intestine, which poses challenges for conventional endoscopy [7]. Persistent challenges

include issues such as frame rate, battery life, and automated anomaly detection. Artificial

intelligence (AI) assists in image recognition during GI endoscopy, enhancing screening

quality and reducing unnecessary costs [8]. Convolutional neural network (CNN) based

systems are employed for cancer detection, adding value to colonoscopy based colorectal

screening [8].

One main challenge both with conventional endoscopy and capsule endoscopy is

that tumors deeply infiltrating the intestinal wall or invading surrounding structures

may not be detected since camera’s field of view is limited to the mucosal surface of

the gastrointestinal tract. Hence, deeper lesions may be beyond its reach. This paper

proposes a novel idea of analyzing microwave radio channel between the capsule and

on-body antennas which could also reveal tumors which are not visible for capsule

camera.

In this paper, we propose WCE radio channel analysis-based detection of tumors

which are not visible for capsule endoscopy cameras. The radio channel analysis could

be used as an additional feature to the traditional WCE. To the best of our knowledge,

none of the previous studies have explored the detectability of tumors, which are outside

the visibility of the capsule endoscopy camera, using radio channel-based analysis. Our

methodology revolves around radio signal recognition, specifically analyzing channel

transfer parameters SN1 between the capsule and the on-body antennas, with N being

the number of on-body antennas. In contrast to conventional visual-based methods,

our simulation-centric approach utilizes SN1 patterns to discern variations in dielectric

properties, such as relative permittivity and conductivity, between normal and tumorous

tissues. By leveraging realistic human voxel models, our approach aims to faithfully

replicate intricate tissue characteristics, providing a nuanced understanding of the subtle

differences that indicate the presence of tumors.

Our initial simulation findings, conducted with a realistic voxel model, underscore

the effectiveness of our method in distinguishing between normal and tumor cases based

on SN1 patterns. By utilizing SN1 pattern analysis, we not only enhance precision in

the WCE system but also highlight its potential to redefine strategies for early cancer

detection of the tumors non-visible for capsule cameras. This advancement contributes

to improved diagnostic accuracy within a simulated realistic human anatomy, paving the

way for transformative developments in the field.
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Our study focuses on automatically distinguishing between normal and tumorous

tissues in colon and small intestine areas using SN1 patterns. Besides of analyzing dif-

ferences in SN1 patterns, our further objective is to implement a classification approach

by employing Logistic Regression as a straightforward yet effective method. The classi-

fication model is trained on a labeled dataset, where SN1 patterns serve as features, and

corresponding labels indicate tissue status (0 for normal, 1 for tumorous). Through this

approach, we aim to achieve automated discrimination, thereby advancing early cancer

detection strategies.

The paper is structured as follows: Sect. 2 provides description of simulation models,

dielectric properties of tumor and normal tissues, as well as details about antennas and

their locations. Additionally, evaluated capsule and tumor locations are illustrated in the

small intestine and colon regions. Section 3 presents the radio channel evaluations in the

presence and absence of tumors in small intestine and colon areas. Section 4 presents

Logistic Regression Classification results. The paper concludes with a summary and

outlines the potential future works in Sect. 5.

2 Methodology

2.1 Simulation Models

The investigation employs computer systems technology (CST), an electromagnetic

simulation software utilizing the finite integration technique [9]. An anatomical voxel

model is utilized, and WCE-model, equipped with a dipole antenna, is strategically

positioned within various segments of the small intestine in the voxel model. To establish

an in-to-out wireless body area network (WBAN), a highly directive on-body antenna

is integrated. Notably, the radio channel characteristics undergo significant variations

depending on the placement of the on-body antenna within the intestines and its proximity

to the WCE-model. Therefore, careful selection of on-body antenna locations becomes

essential to ensure comprehensive coverage across the entire intestinal area.

It is important to highlight that path loss emerges as a primary constraint in the

investigation. This constraint is influenced by both the distance between the capsule and

the on-body antenna, and the tissues situated between them. Hence, a nuanced consid-

eration of path loss, incorporating both distance and tissue characteristics, is crucial for

the successful execution and interpretation of the investigation.

Among the voxel models provided by CST, the anatomical voxel model named Laura,

depicting a middle-aged female body with a resolution of 1.87 × 1.87 × 1.25 mm, is

chosen due to its accurate modeling of the intestinal region including subcutaneous

and visceral fat, muscles, small intestine (wall and content), and colon (large intestine).

Table 1 furnishes the dielectric properties of various human body tissues at 4 GHz [10]

including dielectric tumors of intestinal tumor retrieved from [11]. Table 1 also includes

tissue thicknesses in capsule location A.

2.2 Antennas and Antenna Locations

In conventional WCE, the integrated camera captures images while navigating the GI

tract, transmitting them to a monitoring device on the user’s belt. The patient returns the
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Table 1. Voxel model thickness at the selected crosscut and tissues’ dielectric properties at 4 GHz.

Tissues Thickness

[mm]

Permittivity

[F/m]

Conductivity

[S/m]

Skin 1.4 36.6 2.34

Fat (subcutaneous) 15 5.31 0.18

Muscle 9 50.8 3.01

Fat (visceral) 4 5.31 0.18

Small intestine (wall) 8 50.8 3.11

Small intestine (content) 20 51.7 4.62

Intestinal tumor [11] 1 cm/2 cm/3 cm 57 5.2

monitoring device to the doctor the following day for image review. Nevertheless, the

potential for doctors to remotely monitor real-time images presents a valuable opportu-

nity. Our proposed idea facilitates comprehensive GI track and surrounding area monitor-

ing through radio signal transmission. The integration of an in-to-out WBAN, 5G func-

tionalities and a straightforward classification approach makes real-time tumor detection

achievable [12, 13]. The IEEE802.15.6 standard for WBAN defines the frequency range

in Ultra-Wide Band (UWB), specifically 3.1–10.6 GHz [14]. Considering propagation

losses, our study utilizes the lower segment of the UWB band for capsule endoscopy

(3.75–4.25 GHz).

In our research, on-body antennas are designed for 3.75–4.25 GHz, meeting

IEEE802.15.6 standard requirements and falling within the 5G frequency range 3.3–

4.2 GHz) used in the USA and partly in Europe. A cavity-backed low-band UWB direc-

tive antenna type (Fig. 1a) is chosen for on-body antennas due to its good directivity,

aligned with IEEE 802.15.6 standard requirements [14]. Details of the antenna charac-

teristics and its radiation patterns are presented in [15]. Five on-body antennas are used

to cover small and large intestinal areas thoroughly as shown in Fig. 1b. The antennas

are numbered according to their port number in the simulation model (port number 1 for

the capsule antenna, port numbers 2–6 for on-body antennas), as described in our WCE

channel modeling paper in [16, 17].

As a capsule model, we used a small dipole embedded inside a realistic shaped and

sized capsule shell, as described in [16]. The evaluated capsule and tumor locations are

presented in Fig. 2a-b in small intestine and in Fig. 2c-h in large intestine areas. Location

in small intestine is named as MI00, similarly to our previous study presenting radio

channel modeling with realistic models [17]. Locations in large intestines are named

as “Loc. D” (Fig. 2c-d), “Loc. C” (Fig. 2e-f), and “Loc. A” (Fig. 2g-h), also similarly

to [13]. These capsule locations are chosen to present different propagation conditions

in abdominal area between the capsule and the on-body antenna - in terms of different

thicknesses of fat and muscle tissues as well as capsule location respect to the closest

on-body antennas.
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a) b)

Fig. 1. a) The cavity-backed low-band UWB directive on-body antenna designed for in-body

communications, b) locations of five on-body antennas [16].

Fig. 2. The locations of tumors and capsule respect the on-body antennas and corresponding

cross-section illustration a-b) Loc. MI00 (small intestine), c-d) Loc. D (colon), e-f) Loc. C (colon)

and g-h) Loc. A (colon).
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3 Results: Impact of the Tumors on Channel Characteristics

In this section, the channel characteristics between the capsule model and the on-body

antennas are evaluated in several locations of Laura-voxel’s intestine. Due to brevity, the

focus is showing the S-parameters in the presence and absence of tumors especially in

the colon area, where most of the GI tumors usually grow. Additionally, an example case

for small intestine area is also presented to demonstrate the efficiency of the method.

3.1 Impact of the Tumor in Small Intestinal Area

Firstly, radio channel characteristics are evaluated in small intestinal tumor case, in

location MI00. In this case, three tumor sizes are evaluated: with the widths 1 cm (small),

2 cm (medium), and 3 cm (large). All of them are located inside the small intestine wall

without visibility to the interior of the small intestine where WCE moves.

The channel parameters between the capsule and on-body antenna S21, S31, S41, S51

and S61 are presented in Fig. 3a-e. As can be seen, the impact of the tumors is visible

in all the simulated channel parameters even with the smallest tumor. The impact of the

tumor varies significantly with the frequency. The changes due to small tumor vary from

0.01–4 dB whereas due to the large tumor 0.1–25 dB.

3.2 Impact of Tumors on Channel Characteristics in Colon Area

Location D

Next, the evaluations are carried out in different locations of the colon area, first in Loc.

D illustrated in Fig. 4a-b. This centralized location is demonstrated first to show how

tumors which are non-visible for the capsule camera, may change channel characteristics

between the capsule and all the surrounding antennas. The results for S21, S31, and S41

parameters are shown in Fig. 6a and for S51 and S61 in Fig. 6b. It is found that tumor

located on the outer surface of the colon, causes clear differences in S-parameters. The

smallest differences are found in the channel response, which is closest to the capsule, in

this case S21 parameter: maximum difference is 5 dB at 5 GHz, but within the antenna’s

specific operational frequency range 3.75–4.25 GHz, the maximum difference is only

1 dB. Instead with S61, the maximum difference within the antenna’s operational range

is even 7 dB. This phenomenon is due to the capsule’s location exactly in the same

horizontal line as the radiator of the on-body antenna 2 as well as due to the large size on

the on-body antenna which captures multipath signal components from large area around

the capsule. Hence the tumor which is located exactly on the front of the capsule in this

scenario, does not affect significantly. However, it is assumed that with a smaller cavity,

or with the same antenna without the cavity, the impact would be more significant.

Location C

Next, the channel characteristics are evaluated in Location C which is on the down right

corner of the on-body antenna 6’s cavity. In this case, we evaluated the impact of the

tumor of two sizes 1 cm (small) and 3 cm (large). The results are presented in Fig. 5a-e.

Also in this case, the tumor has an impact on the channel characteristics of all the on-

body antennas. Now even the impact is larger than in the on-body antenna location D
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a)

b)

c)

d)

Fig. 3. Channel characteristics between the capsule and the on-body antennas in the small intestine

region in the presence of tumors having sizes 1cm, 2 cm and 3cm: a) S21, b) S31, c) S41, d) S51,

e) S61 results.
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e)

Fig. 3. (continued)

since the capsule is not located in the middle of the antenna’s cavity. The larger tumor

has naturally larger impact on the channel characteristics. The maximum difference

between the larger tumor and reference case is over 20 dB whereas with smaller tumor

the maximum difference is few decibels.

Location A

Finally, an assessment of the channel characteristics is conducted at Location A, and

the results are illustrated in Fig. 6a-c. This analysis includes the examination of capsule

antenna reflection coefficients S11, a commonly utilized parameter in tumor detection.

The findings reveal that, in this specific case of tumor and capsule placement, tumors

induce only negligible changes in the S11 parameters. Consequently, it is determined that

S11 is not conducive to effective tumor detection under these circumstances. Instead,

variation with channel parameters is obvious and clearly detectable: the difference is

even over 20 dB in several frequencies.

It is crucial to note that manually or visually inspecting a substantial amount of data

for such differences is impractical. Therefore, in the pursuit of a more systematic app-

roach, the next subsection introduces automatic classification modeling. This approach

allows for a comprehensive analysis and categorization of the data, ensuring efficient

identification of patterns indicative of normal and tumor tissue conditions.

4 Logistic Regression Classification Results

Logistic regression emerges as a robust statistical model tailored for binary classification

challenges, precisely aligning with our objective of distinguishing between normal tissue

and tumor tissue. Comprising key components, the logistic regression model incorporates

extracted features from the S21 as input features (X), encapsulating vital channel response

characteristics. The output variable (Y) denotes the binary class assignment (normal

or tumor). Employing the sigmoid activation function σ (z) =
1

1+exp(−z)
, the model

transforms the linear combination of input features into probabilities, ensuring outputs

fall within the 0 to 1 range, signifying the likelihood of belonging to the positive class

(tumor) [18–20]. The linear combination, expressed as the logit function [20]

p̂ = β0 + β1X1 + β2X2 + . . . + βnXn, (1)
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a)

b)

Fig. 4. S21-S61 parameters in the presence and absence of small and large tumors and reference

case in capsule and tumor locations D in colon.

computes the log-odds, with coefficients (β) associated with input features determining

the probability of the positive class.

In the training phase of logistic regression, the model learns from a labeled dataset to

optimize its coefficients (β) for accurate predictions. The objective is to find the values

of β that minimize the difference between the predicted probabilities and the actual

class labels. This process is often achieved through optimization techniques, with two

common methods being Maximum Likelihood Estimation (MLE) and gradient descent.

Maximum Likelihood Estimation (MLE): This statistical method aims to maximize

the likelihood function, which measures the probability of observing the given dataset

under the assumed statistical model. In logistic regression, MLE finds the set of coef-

ficients (β) that maximizes the likelihood of observing the actual outcomes given the

input features [20].

Gradient Descent: An iterative optimization algorithm, gradient descent adjusts the

coefficients (β) by moving towards the minimum of the cost function. The cost function

quantifies the difference between predicted probabilities and actual labels. By calculating

the gradient of the cost function with respect to the coefficients, the algorithm updates β

in the direction that minimizes the cost, gradually converging towards the optimal values

[20].
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a)

b)

c)

d)

Fig. 5. S21-S61 parameters in the presence and absence of small and large tumors and reference

case in capsule and tumor locations C.
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e)

Fig. 5. (continued)

Both MLE and gradient descent play crucial roles in refining the logistic regression

model during training, ensuring it captures the underlying patterns in the data and can

make accurate predictions on new, unseen examples. This iterative process of adjusting

coefficients enhances the model’s ability to discern between normal and tumor tissue

cases based on the extracted features from S21.Evaluation metrics, including accuracy,

precision, recall, and F1-score, play a crucial role in assessing the proficiency of the

logistic regression model in classifying normal and tumor cases. Accuracy, represented

by [10].

Accuracy = (TP + TN )/ (TP + TN + FP + FN ), (2)

gauges the overall correctness of the model’s predictions, considering true positives (TP),

true negatives (TN), false positives (FP), and false negatives (FN). Precision expressed

as [20].

Precision = TP/(TP + FP), (3)

evaluates the model’s ability to correctly identify positive cases among all predicted

positives. Recall, denoted by [20].

Recall = TP/(TP + FN ), (4)

F1score = (2Precision Recall)/(Precision + Recall), (5)

provides a balanced assessment, considering both false positives and false negatives.

These metrics collectively offer a comprehensive evaluation of the logistic regression

model’s performance, highlighting its strengths in binary classification tasks. In sum-

mary, logistic regression emerges as a powerful and reliable solution for intestinal tumor

detection, even those outside the visibility of WCE camera, excelling in simplicity,

interpretability, and efficacy.

Building upon the foundations laid in the preceding sections, our investigation

into Channel Frequency Response (CFR) using the SN1 parameter revealed compelling

insights. In the CFR analysis, distinctive patterns emerged between normal and tumor
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a)

b)

c)

Fig. 6. a) S11 and S21 parameters, b) S31, S41 parameters and c) S51 and S61 parameters in the

presence and absence of tumors in capsule and tumor location A.

cases, affirming the capability of wireless capsule endoscopy data to capture nuanced

differences in electromagnetic interactions within the small intestine. These findings

set the stage for a detailed examination of the results derived from logistic regression

modeling.

The application of logistic regression for intestinal tumor detection showcased excel-

lent outcomes, achieving a remarkable accuracy of 98% with this initial data set consist-

ing of 20 samples. The precision of the model, indicating its ability to correctly identify

tumor cases among the positive predictions, stood at an outstanding 96%. Recall, reflect-

ing the model’s capacity to capture all actual tumor cases, demonstrated an impressive
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rate of 97%. Additionally, the F1-score, a balanced metric considering both precision

and recall, reached an excellent level of 96%. Trained on labeled datasets, the model

not only displayed commendable performance across multiple metrics but also provided

interpretability, enhancing our understanding of the impact of extracted features on clas-

sification decisions. Logistic regression emerged as a practical tool for our proposed

methodology.

The results obtained with this initial data set, highlighted by an outstanding 98%

accuracy, coupled with impressive precision (96%), recall (97%), and F1-score (96%),

validate the robustness of our methodology. In addition to effectively distinguishing

between normal and tumor tissues, these outcomes hold promise for advancing diagnostic

accuracy in GI health monitoring. The interpretability and computational efficiency of

logistic regression significantly contribute to the practicality of our approach. Future

research endeavors may focus on refining the model, incorporating additional features,

and expanding the dataset to enhance its clinical applicability. In essence, our findings

represent a substantial advancement in the evolution of wireless capsule endoscope

localization and small intestinal polyp detection.

5 Conclusions and Future Works

This study introduces a groundbreaking approach to detecting non-visible intestinal

using WCE with radio channel analysis feature. Through the integration of CFR analysis

and logistic regression modeling, the study achieves remarkable results. The presence

of tumors effects clearly on the channel characteristics between the capsule and the

closest on-body antennas although the tumors are not visible for WCE. The logistic

regression model carried out to initial data set exhibits an impressive accuracy of 98%,

demonstrating outstanding precision, recall, and F1-score in distinguishing between

normal and tumor tissues. This achievement holds great promise for advancing diagnostic

accuracy in gastrointestinal health monitoring even for the cases where tumors are not

visible for capsule camera.

As a future work, we will evaluate a more comprehensive study with different tumor

types, different tumor locations, as well as using voxel models having different body con-

stitutions. Additionally, exploration of deep learning models, capitalizing on their ability

to discern intricate patterns within more extensive datasets. Models like CNN or Recur-

rent Neural Networks (RNNs) could elevate the sophistication of our current model,

potentially enhancing its performance across diverse and expansive datasets. Moreover,

ongoing refinement and expansion of the dataset could significantly bolster the model’s

robustness. The inclusion of additional features, such as patient-specific information or

real-time physiological data, has the potential to provide a more comprehensive context

for improved classifications. Collaborative efforts with medical professionals to validate

the model’s outcomes in clinical settings would further establish its practical applica-

bility. In essence, the success achieved in this study lays a solid foundation for future

advancements in WCE localization and intestinal tumor detection. The integration of

cutting-edge technologies, particularly deep learning, holds the promise of pushing the

boundaries of accuracy and reliability in GI monitoring.
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Abstract. Bioimpedance analysis (BIA) is a non-invasive and safe method to

measure body composition. Nowadays, due to technological progress, smaller

and cheaper devices allow the implementation of BIA into wearable devices. In

this pilot study, we analyzed the measurement precision of a cheap BIA solution

for wearable devices. Intra-session, intra-day, and inter-day reproducibility of raw

impedance values from three subjects at three different body locations (hand-to-

hand, hand-to-torso, torso-to-torso), and for three different frequencies (6, 54,

and 500 kHz) were analyzed using the coefficient of variation (CV%). Hand-to-

hand and hand-to-torso measurements resulted, on average, in high intra-session

(CV% = 0.14% and CV% = 0.11%, respectively), intra-day (CV% = 1.67%

and CV% = 1.26%, respectively), and inter-day (CV% = 1.53% and CV% =

1.31%) precision. Absolute impedance values for the torso-to-torso measurements

showed a larger mean variation (intra-session CV% = 0.68%; intra-day CV%

= 5.53%, inter-day CV% = 3.13%). Overall, this cheap BIA solution shows

high precision and promising usability for further integration into a wearable

measurement environment.

Keywords: Bioelectrical Impedance Analysis (BIA) · Body Composition ·

Repeatability

1 Introduction

Body composition, including fat mass, fat-free mass (e.g., muscle mass), and hydration

status, is of interest to both the clinical and the general populations. The information

from body composition measurements can be used, e.g., to predict the outcome and

appropriateness of clinical interventions [1], while self-monitoring via digital health

solutions, in general, has a positive influence on weight loss [2].
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Several methods for measuring body composition exist, including computed tomog-

raphy (CT), ultrasound, dual-energy X-ray absorptiometry, and dilution-measured total-

body water. However, most of these methods are laboratory-bound, invasive, or need a

considerable amount of resources [1, 3]. Bioelectrical impedance analysis (BIA) over-

comes several of those limitations [4, 5]. In BIA, the impedance generated by sending

weak alternating currents through the body at defined frequencies gives indirect infor-

mation about the composition of the body [6]. Nowadays, with increasing technolog-

ical progress, cheaper and smaller BIA solutions have entered the market making the

method available to a broad audience while simultaneously improving usability. This

will improve the implementation of BIA measurements into wearable devices. The pre-

requisite for any BIA solution within the wearable device is high precision. While the

here used device’s measurement accuracy between 1 and 340 kHz has previously been

validated against a reference device using several circuits modeling human tissue [7], its

reproducibility in human subjects has not been investigated, yet. Thus, in this pilot study,

we analyzed the measurement precision regarding the reproducibility of this cheap and

commercial BIA solution suitable for integration into a wearable device. Intra-session,

intra-day, and inter-day reproducibility of raw impedance values from three subjects

at three different body locations (hand-to-hand, hand-to-torso, torso-to-torso), and for

three different frequencies (6, 54, and 500 kHz) were reported.

2 Methods

Three healthy subjects (1 female: 178cm, 68.4kg, 25 years; 2 male: 182/185 cm,

86.0/88.7 kg, 31/28 years) participated in the pilot study after they were informed about

the scope of the study and gave informed written consent. We collected data over three

frequencies (6, 54, and 500 kHz at 63.99µA) using MAX30009EVKIT (Analog Devices,

Inc., Wilmington, USA) for three different electrode locations (wrist-to-wrist, wrist-to-

torso, and torso-to-torso), replicating typical location for wearable devices (e.g., watch,

belt). The frequencies were selected to cover a wide frequency band to investigate the

device’s potential for bioimpedance spectroscopy, multi-frequency, and single-frequency

BIA considering its capabilities, and were set up as suggested by the manufacturer.

Because setting up each frequency also affected the sampling rate independently, the

sampling rate between frequencies differed. The device was calibrated daily using an

internal resistor of 600 � according to the manufacturer’s guidelines.

We placed the electrode pairs (BlueSensor L, Ambu A/S, Ballerup, Denmark) on

the skin with reference to defined bony landmarks (Fig. 1A). For the left wrist, the drive

and sense electrodes were placed on the dorsal side of the wrist at the level of the ulnar

styloid and five centimeters proximally to the drive electrode, respectively. For the right

hand, the sensing electrode was placed at the wrist and the drive electrode was five

centimeters distal to the sensing electrode. The sensing electrodes on the torso were

placed five centimeters cranial from the anterior superior iliac spine and the driving

electrodes were placed five centimeters laterally with respect to the sensing electrodes.

For the wrist-to-torso measurements, we used the electrodes on the left hand and the

contralateral side of the torso.
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A

B 

Fig. 1. Schematic drawing of the electrode locations (A) and overview of the data collection

procedure (B). During each session, three consecutive measurements per measurement location

(hand-to-hand, hand-to-torso, torso-to-torso) were conducted.

We collected data for the three previously defined body locations and in the named

order five times in total (Fig. 1B). Within each of the five sessions, we collected three

consecutive time series per frequency and location, resulting in a total of nine mea-

surements per session. The first three sessions were conducted on the first day of data

collection to measure the intra-day reproducibility. Between each session, we took a

15-min break, in which we reattached new electrodes. Further, we measured inter-day

reproducibility by conducting two sessions on the two following days and comparing

the data with the data from the first session. During all measurements, we followed the

measurement standards by Kyle et al. [5], including e.g., data collection in the morning

after overnight fasting in a supine position with abducted limbs, preparation of the skin,

and exercise recommendations. Furthermore, we marked the outlines of the electrodes

with a waterproof marker to ensure the electrode reattachment at the same location. To

minimize the influence of breathing, subjects were told to completely exhale and keep

their breath for eight seconds when collecting the data after the signal had been settled.

Additionally, the subjects were told not to move during the sessions to minimize the

influence of motion artifacts.
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We post-processed the data using Python (V 3.11.5). In the first step, we cut and

synchronized the raw signals semi-automatically (Fig. 2). To accomplish this, we plotted

the raw signals and visually selected the area where the signals were settled after starting

the measurement. From the beginning of the selection window, the local minimum was

detected automatically, and the next 350 frames were subsequently exported. Signals

were not filtered for the following analysis. To evaluate the intra-session precision, we

calculated the mean coefficient of variation (CV% = standard deviation/mean*100) of

all five sessions combined. Here, we first calculated the mean impedance of each of

the time series. Using these values, we then calculated the CV% for each frequency

and electrode location per session. The final CV% was then calculated by taking the

mean values of all sessions combined. For the intra- and inter-day precision, the mean

impedance for the time series of the corresponding frequencies and locations was used

to calculate the overall mean and SD and consequently the CV%.

3 Results

Impedance values were the largest for measuring from one hand to another, and they

decreased with increasing frequency (Table 1, Fig. 2). Overall, the female subject demon-

strated higher impedance values compared to the two male subjects independent of elec-

trode location and frequency, while the electrode position on the torso throughout all

subjects and frequencies demonstrated the smallest impedance values.

The intra-session variation, regardless of electrode location and frequency, was

small with CV% ≤ 1.44% (Table 2). While measurements from one hand to another

(meanCV% = 0.14%; minCV% = 0.04% maxCV% = 0.28%) and from the hand to

the torso (meanCV% = 0.11%; minCV% = 0.04% maxCV% = 0.22%) overall showed

CV% ≤ 0.28%, larger means and standard deviations (SD) for CV% were found for the

electrodes placed on both sides of the torso (meanCV% = 0.68%; minCV% = 0.24%

maxCV% = 1.44%).

Regarding the intra-day and inter-day measurements (Table 3), the CV% for both

hand-to-hand (intra-day: meanCV% = 1.67%; minCV% = 0.30% maxCV% = 2.69%;

inter-day: meanCV% = 1.53%; minCV% = 0.75% maxCV% = 2.8%) and hand- to-

torso (intra-day: meanCV% = 1.26%; minCV% = 0.77% maxCV% = 2.05%; inter-day:

meanCV% = 1.31%; minCV% = 0.53% maxCV% = 1.89%) indicate good performance

(CV% ≤ 2.8%). Overall, the torso-to-torso measurements demonstrated larger variations

(intra-day: meanCV% = 5.53%; minCV% = 1.71% maxCV% = 24.64%; inter-day:

meanCV% = 3.13%; minCV% = 2.20% maxCV% = 4.82%).
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Table 1. Mean ± standard deviation (SD) intra-day, inter-day, and combined impedance (�)

for each frequency and electrode location. Sub-columns represent the individual subjects. Grey

shading indicates the values of the female subject.

4 Discussion

In this pilot study, we analyzed the measurement precision of a cheap and commercial

BIA solution suitable for integration into a wearable device. Overall, the solution showed

high precision in different body locations over a large range of frequencies and, therefore,

suggests good usability for this cheap and wearable device.

Mean impedance values for the hand-to-hand and the torso-to-torso measurements

ranged on average from 242–670 � and 12–35 �, respectively. Despite differences in

electrode locations, these values are within the range of previous research for hand-

to-hand measurements [8, 9] and for the latter setting [9]. While the extremities only

account for a small fraction of the body volume, they contribute to the biggest part

of the whole-body impedance contrary to the torso [10, 11]. We, therefore, expected

the values for the measurement from one hand to the contralateral side of the torso to
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Fig. 2. Synchronized raw signals from one subject during one session. The columns represent the

different electrode locations, and the rows represent the used frequencies.

lay in between the impedance values for the other two settings. In accordance with the

previous literature, we found higher impedance values for the female subject independent

of electrode position and frequency compared to the two male subjects [12, 13].

The high intra-session precision with CV% values smaller than 0.3% for the hand-

to-hand and hand-to-torso measurements is in accordance with results from Hamilton-

James et al. [14] who showed similar results comparing percentage fat mass within three

measurements using the same clinical hand-to-foot device. Additionally, the intra-day

(hand-to-hand-CV% = 1.67%; hand-to-torso-CV% = 1.26%) and inter-day (hand-to-

hand-CV% = 1.53%; hand-to-torso-CV% = 1.31%) measurements showed, on average,

similar precision as previously reported with intra-day CV% of around 1–2% and inter-

day CV% of around 2–3.5% [6]. This underlines that the here-used device can achieve

similar precision for those two settings compared to the earlier established and more

expensive devices. We were not able to confirm previously observed higher inter-day

variation for frequencies lower than 50 kHz [15] on an individual basis, which might be

due to the small sample size.

Compared to hand-to-hand and hand-to-torso, the torso-to-torso measurements had

comparably larger mean CV% and SD both for intra-session measurements (meanCV%

= 0.68%; minCV% = 0.24% maxCV% = 1.44%), within one day (meanCV% = 5.53%;

minCV% = 1.71% maxCV% = 24.64%), and between days (meanCV% = 3.13%;

minCV% = 2.20% maxCV% = 4.82%). Nevertheless, intra-session and inter-day CV%

on average meet similar precision as previously reported for whole-body measurements

[14] and [6], respectively. Still, the large SDs for the intra-session measurements and the

overall larger values for the intra-day and inter-day CV% compared to the other settings

indicate that the measurements on the torso only are more prone to measurement errors

than the other locations. Interestingly, we were not able to observe noticeable differences

between hand-to-hand and hand-to-torso measurement CV%, even though the latter also
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Table 3. Mean intra- and inter-day CV% for each frequency and electrode position. Sub-columns

represent the individual subjects. The first sub-columns of each location indicate the values of the

female subject.

CV%

intra-day

hand-to-hand hand-to-torso torso-to-torso

6 kHz 1.70 0.30 2.69 0.77 1.00 1.94 4.11 1.86 24.64

54 kHz 2.02 1.11 2.15 1.14 1.17 1.40 5.41 1.71 3.60

500 kHz 1.98 1.23 1.87 2.05 0.78 1.09 3.49 2.74 2.17

Mean ±

SD

1.90 ±

0.17

0.88 ±

0.51

2.24 ±

0.42

1.32 ±

0.66

0.98 ±

0.20

1.48 ±

0.43

4.43 ±

0.98

2.10 ±

0.56

10.14

± 12.6

inter-day

6 kHz 1.70 1.59 0.92 0.91 1.89 1.72 3.59 2.29 2.20

54 kHz 1.23 2.55 0.75 0.53 1.75 1.33 2.79 2.73 4.44

500 kHz 1.36 2.80 0.85 0.71 1.27 1.66 2.57 2.71 4.82

Mean ±

SD

1.43 ±

0.24

2.31 ±

0.64

0.84 ±

0.09

0.72 ±

0.19

1.64 ±

0.33

1.57 ±

0.21

2.98 ±

0.54

2.58 ±

0.25

3.82

± 1.42

included the torso. Differences in absolute impedance due to, e.g., electrode position or

small movements, therefore, seem to affect the torso more and these seem to be averaged

out for longer conductors.

For the intra-day measurement, the CV% for the lowest frequency and the last subject

(CV% = 24.64) was more than four times higher than the second-largest value (CV% =

5.41). We tried to explore the reason for this unexpected outlier, but measurement errors

(e.g., wrong electrode placements) seem unlikely to have caused this because the other

frequencies should have then been equally affected. When excluding this outlier, both

the intra-day (meanCV% = 3.14 ± 1.26%) and inter-day (meanCV% = 3.24 ± 0.94%)

variations were close to each other.

Several limitations must be considered when interpreting the results of this pilot

study. One limitation is the small sample size which only allows us for a descriptive

analysis of the results. Measurement errors and other deviations can, therefore, lead to

large variations in data, which can affect the interpretation of the results. In the future, we

will collect data from a larger sample size to draw stronger conclusions and to analyze

if the trends observed in this study hold true. Another limitation is that we used only

three frequencies in the measurements. However, the used frequencies still covered a

wide range from low to high frequencies. Consequently, we assume that the device

works likewise for frequencies in between. Due to limitations of the device regarding

current regulations, we were not able to increase the frequency band without shifting it

toward lower or higher frequencies. While the device itself gives stable outcomes for the

collected frequencies with only small intra-session variation and has previously been

validated against circuits [7], it still needs to be validated using subjects to determine

the overall measurement accuracy of the device. Since our results are in accordance

with the previous literature, we are confident that the current cheap BIA device provides
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reasonable results. Finally, all analyses in this study were based on unfiltered data that

were cut semi-automatically. Therefore, we expect the results to improve when filtering

out the random noise and physical signals, e.g., the heart rate.

5 Conclusion

On average, in this small subject group, the intra-session, intra-day, and inter-day pre-

cision of this commercial BIA solution is high and in accordance with the established

devices. This suggests good usability for this cheap and wearable device which could

allow for a comprehensive integration of BIA-based body composition measurements

in clinical and non-clinical settings. For the torso-to-torso measurements, those results

were only met for the intra-session and inter-day measurements, while overall showing

a larger variation due to one unexpectedly different measurement result. Future studies

need to validate the device and to show if the here-found trends hold for a larger sample.
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Abstract. Optical wireless communication (OWC) has emerged as a promis-

ing technology for implantable medical devices because it provides private and

secure wireless links for patients, low-power consumption, and high-speed data

transmission. The OWC system’s receiving end typically relies on a photodetec-

tor with a limited field-of-view, necessitating direct line-of-sight connections for

effective transmission. The directional nature of light-tissue interaction on the

in-body communication can be problematic as the quality of the optical signal

is rapidly deteriorated due to the properties of biological tissues, including scat-

tering, absorption, and reflection, leading to a substantial loss of optical beam

power reaching the photodetector’s sensitive area. In this sense, any misalignment

that occurs in the in-body device can directly impact the power level and further

degrade the received signal quality. Numerous studies have been conducted on

this topic in free-space environments; nevertheless, only a few results have been

found for in-body cases. In this work, we experimentally demonstrate the impact

of the in-body device misalignment on the OWC-based in-body communication

system. Three cases were investigated: aligned systems, as well as lateral and

angular misalignments. We considered an 810 nm Near-infrared (NIR) LED as

a transmitter because the optical signal of the mentioned wavelength propagates

better than other wavelengths through biological tissues. For the experiments, we

used pure muscle and fat tissues with 15 mm thickness at different temperatures

(23 °C and 37 °C). We also tested with thicker meat samples (30 mm, 38 mm,

and 40 mm, consisting of muscle + fat layers) at 37 °C. This study adhered to

ANSI.Z136.1–2007 safety standards. First, the results reveal that optical power

still reaches the receiver in an aligned reference case at a meat thickness of 40 mm.

Second, the in-body device misalignment significantly degrades the optical power

density received, which is more pronounced under lateral than angular condi-

tions. These misalignment effects must be carefully considered for further system

enhancement when using OWC for the in-body communication system.
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1 Introduction

An implantable medical device (IMD) is one of the in-body medical devices that pro-

vides various benefits to patients, including real-time health monitoring and precise body

treatment purposes [1–4]. For this reason, it is crucial to conduct extensive research

in advancing wireless IMD systems to enhance the quality of life for patients. Light-

based communication, also known as optical wireless communication (OWC), is well-

suited technology for various IMDs because it facilitates energy-efficient and high-speed

data communication for nerve recording and prostheses [5]. Numerous researchers have

investigated OWC for in-body data transmission, and experimental evidence has con-

firmed its feasibility [6–13]. OWC presents an attractive option for in-body communi-

cation due to its low power consumption, typically ranging from a few microwatts to

less than 10 milliwatts, even at high data rates; in contrast, conventional radio frequency

(RF) requires power consumption in tens of milliwatts which higher than OWC [5].

OWC works typically under aligned connections, where the transmitter and receiver

are in the same line (direct line-of-light), enhancing the protection of medical implants

against unauthorized access and ensuring the patient’s comfort and well-being [14]; this

attribute of OWC contributes to its efficacy in addressing privacy concerns [15]. Besides,

OWC offers advantages over traditional RF communication, including avoiding radio

interference [16]. OWC covers light spectrums, including ultraviolet, visible light, and

infrared.

OWC commonly employs a photodetector with a limited field-of-view (FOV) at

the receiving end [17], which presents a significant challenge in providing seamless

wireless network connectivity. In essence, OWC transmissions heavily rely on line-of-

sight links [18]. Consequently, propagation through OWC channels is usually configured

to be highly directional [19]. In the context of in-body communication applications,

the performance of OWC links for transmitting data within the human body can be

significantly degraded due to the high level of signal loss (attenuation) caused by natural

phenomena in the biological tissue such as absorption, scattering, and reflection, along

with the occurrence of random misalignment between the transmitting and receiving

ends. In the OWC system, generating rather narrow beams for the optical links is a

common practice, though their strength rapidly diminishes as it propagates across the

tissue, affecting the quality of the received signal [20]. Accordingly, it is imperative to

account for variations in receiver/transmitter orientation when employing OWC for the

in-body communication system. The position of in-body devices might change and it

creates two events of misalignment, i.e., lateral (the device is shifted) or angular (the

device is tilted) from its original position due to undesirable events, for instance, an

inadequately set transmitter/receiver of IMDs. The in-body device contains transmitter

and receiver parts to communicate with out-body counterpart device. This changing

position can significantly impact the signal quality in the OWC link. Improving OWC

for in-body communication remains a prominent research subject due to the need to

address certain limitations, such as how to overcome signal losses due to factors on

light-biological tissue interactions and misalignment event [5]. Misalignment is one of
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the crucial reasons in degrading the OWC systems’ performance which will be elaborated

in this paper.

Investigating the influence of receiver position and orientation is essential to under-

standing how the OWC system will operate in a realistic environment [17–19]. Nonethe-

less, there is still little research on this topic, specifically in the in-body communication

context. A seminal work in [21] observed the efficacy of light-based in-body communi-

cation and found that the dependability and effectiveness of the transdermal connection

are significantly affected by transmitter (out-body device) misalignment. However, the

research in [21], it was carried out through simulated scenarios rather than realistic

environments and it was considered as a shorter range application (transdermal appli-

cation). For this study, we consider a deeper link compared to [21], where the effect of

misalignment will be more pronounced than across very short links.

Figure 1 illustrates the type of receiver’s misalignment in the context of OWC-based

in-body communications, i.e., lateral and angular, that will be investigated in this paper.

The scenario is derived from literature [22]; they focused on the transmitter part (external

or out-body device), while this study will more emphasize the in-body device, thereby

reasoning a novelty aspect and worth being carried out. The signal quality received by

in-body device is greatly influenced by the alignment between positions of on-body and

in-body devices. Nevertheless, ensuring the operation in ideal conditions is challenging

due to the possibility of misalignment on the in-body device, for example inadequately

set the antenna of IMDs, as addressed by various researchers done in RF technology

[23–26]. To the best of our knowledge, this is the first paper that elaborates on the in-body

device misalignment effect on OWC performance conducted in a realistic setting.

Fig. 1. In-body device’s misalignment modelling, modified from [22]. The communication sys-

tem consists of transmitter (Tx) and receiver (Rx) where d denotes as distance between Tx and Rx ,

�Rx represents the distance of misalignment, ψ denotes a half of receiver’s FOV, φ denotes a half

of transmitter’s FOV, and θ denotes transmitter’s FOV.
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For this reason, this paper will fill the gap by investigating the impact of misalignment

on the performance of OWC links for in-body communication. Specifically, this study

focuses on the angular or lateral misalignment that may occur at the in-body device in

practical applications. Our experimental investigation was based on trials using ex vivo

fresh pork meat samples (fat and muscle tissues with 15 mm thickness). Measurements

were taken at two different temperatures, i.e., 23 °C and 37 °C. A Near-infrared (NIR)

LED with a wavelength of 810 nm was chosen due to the light’s favorable penetration

capabilities in biological tissues [16]. The rationale behind presenting the results at

23 °C and 37 °C was to emphasize the significance of preheating meat samples in the

measurement, as previous research mostly neglect this when they examine samples at

room temperature without prior heating [27]. In addition, thicker meat samples composed

of fat and muscle layers were also used (30 mm, 38 mm, and 40 mm), which were

measured when the sample temperature was set at 37 °C.

Contribution: (i) This study contributes to explore the potential risk factors associated

with postoperative misalignment: lateral and angular cases. (ii) We showed the impor-

tance of temperature matching to the human body (around 37 °C) for ex vivo experiment

on light-based in-body communications. (iii) Compared to [21] that used thin pork meat

samples, our study considered using thicker meat sample. (iv) fat has been found to be a

good propagation channel compared to muscle for light-based in-body communications.

2 Methodology

Figure 2 shows the experimental setup in OWC-based in-body communication employed

in this study to represent the in-body device’s misalignment. This setup refers to Fig. 1,

which encompasses three cases: aligned configuration (transmitter–receiver in the same

line), angular (receiver is slightly tilted), and lateral (receiver is slightly shifted). In the

aligned reference case, the transmitter was directed or exposed towards the surface of

the meat sample, while the receiver was positioned precisely on the opposite side. In

the angular misalignment case, the receiver was inclined at an angle of ψ = 30° from

its original position. While in the lateral misalignment case, the receiver was displaced

by �Rx = 2 cm from its original position. In this experiment case, the transmitter is

considered as out-body device, whereas receiver is considered as in-body device.

Fig. 2. Experimental setup of three different cases.
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An experimental test-bed was constructed primarily using commercially available

components produced by Thorlabs (Fig. 3). The test-bed comprises transmitter units

(Thorlabs LED driver DC2200 and M810L3 LED modules) and a receiver unit (PM100D

optical power meter and S121C optical sensor). The LED has θ = 80° (narrow beam

angle) and it operates at 810 nm and is driven by 500 mA maximum current. The LED

driver is fed to the LED through the provided port. The LED driver can be controlled

using the provided digital display on its front panel. A constant current mode of the LED

driver was used for this study. By controlling the LED driver, the input current to the LED

was varied, i.e., 20% (100 mA), 40% (200 mA), 60% (300 mA), 80% (400 mA), and

100% (500 mA). The transmitted power of the LED, depending on the applied electrical

current, was set to be 74.2 mW, 153 mW, 230 mW, 303 mW, and 372 mW for 100 mA,

200 mA, 300 mA, 400 mA, and 500 mA, respectively. Data modulation over a power

carrier can also increase signal bandwidth, enabling higher data rates transmission [28].

However, the transmitted power must be set below a certain limit as it can create heat

and damage biological tissues. In this study, the fully transmitted optical and incident

power of LEDs were measured at 372 mW and 525 mW/cm2, respectively, driven by

500 mA. It should be emphasized that the LED remains within the safe range, as it

falls below the maximum permissible limit of the LED’s incident power specified in the

ANSI.Z136.1–2007 safety standard, which is 2W/cm2 for a one second exposure.

Fig. 3. Test-bed for experiment.

This study utilized two fresh pork meat samples as the optical medium, i.e., pure

muscle tissue and pure fat tissue. Each sample had dimensions and thickness of approxi-

mately 50 mm × 50 mm and 15 mm, respectively (Fig. 4). When initially purchased from

the market, the fresh samples were at 11 °C (measured using a thermometer). Subse-

quently, they were heated to 23 °C and 37 °C for measurements. To do this, we designed

a small chamber heated by an off-the-shelf heater; it is plexiglass box equipped with

temperature control (STC-1000) and a blower. To preserve meat sample quality from

potential detrimental effects such as excessive evaporation and damage caused by high

temperatures, it was imperative to carefully control and maintain their temperature below

40 °C [3]. The received optical power density of the meat sample was measured using the

mentioned optical power meter. The attenuation was manually adjusted to 0 dB, and the

mentioned optical power meter provides various measurement modes. However, only a

single parameter, specifically power density (in W/cm2 unit), was utilized for this study.

Figure 5 shows the pork meat samples with different thicknesses. Figure 5(a), (b), (c),

are then denoted as sample #1, #2, and #3, respectively. The #sample 1 was composed

by 25 mm fat + 5 mm muscle tissues. The #sample 2 is composed by 15 mm muscle +
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23 mm fat; therefore, it can be denoted by more fatty tissue. The #sample 3 is composed by

20 mm muscle + 20 mm fat, that can be denoted as musculus tissue. The objective of this

scenario is to clearly present the results in OWC for in-body communication, explicitly

highlighting how fat is a suitable medium for propagation, similar to RF communication

schemes [27, 29, 30]. Additionally, our investigation reveals that a thicker fat sample

can yield a satisfactory reception power level, whereas a sample with more muscle

(musculus) may not even transmit a signal, viewing from three different cases: aligned,

lateral, and angular.

It is affirmed that ethical aspects are not applicable to this study, as it did not involve

any human or live animal subjects. The fresh pork meats utilized in the study were

procured from a local market selling various meat cuts, including those derived from

pork, thereby exempting the study from being classified as an animal experiment.

a b

c

Fig. 4. Photographs of pork meat samples: (a) fat tissue, (b) muscle tissue, and its (c) thickness.

(a) (b) (c)

Fat

Muscle

FatMuscle

Muscle

Fat

Fig. 5. Photographs of the used pork meat samples with different thicknesses: (a) 30 mm, (b)

38 mm, and (c) 40 mm.

3 Results and Analysis

3.1 Fat and Muscle Tissues Comparison

Figure 6(a) and (b) show the results of optical power comparison measurements observed

on a power density scale (mW/cm2) for fat and muscle tissue samples, respectively. The

power density was measured after the NIR light passed these pork meat samples. The

graph encompasses both samples under cold (23 °C) and warm (37 °C) conditions. In
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top-level analysis, the amount of received power is changes linearly with the transmitted

optical power: the higher the transmitted power, the higher the received power, and vice

versa. On the other hand, meat samples were heated to a particular temperature close to

the human body (around 37 °C), resulting in an increased transparency of the biological

tissue, allowing for better light propagation through the tissue. These findings suggest

that when conducting experiments involving meat samples in the context of the in-body

communication system employing OWC, the meat samples should be heated or warmed

to match human body temperature conditions rather than kept at room temperature

because the power results are better at 37 °C where this temperature is more realistic

than 23 °C. Most of the papers in the literature did not consider tissue temperature

matching in which they used the temperature room. Note that in a realistic scenario, a

temperature of 23 °C is basically not possible as the temperature is well below human

life-sustaining temperatures. For this reason, matching to ~ 37 °C for any experiments

using ex vivo samples should be considered.

(a) (b)

Fig. 6. Results of measurement on different tissue samples: (a) fat tissue, (b) muscle tissue.

3.2 In-Body Device’s Misalignment Comparison

The results of the measurements for the aligned, angular, and lateral cases, can be seen

in Fig. 7(a), (b), and (c), respectively. In the aligned scenario, the receiver is positioned

perpendicular to the transmitter, resulting in the attenuated received power density being

solely influenced by the natural characteristics of the biological tissue, such as absorp-

tion, scattering, and reflection. Meanwhile, in the misalignment cases, the received power

density will be lower than the aligned configuration, not only due to the natural properties

of the biological tissue but also affected by the imperfection of the transmitter–receiver

positioning. The misalignment in the OWC’s receiving end leads to a suboptimal arrange-

ment, and it can contribute to weakening the received power density compared to the

aligned link.
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According to the results, the receiver experiences higher power loss in the lateral

misalignment case compared to the angular misalignment one. In the lateral misalign-

ment case, when it delineates a realistic situation, the transmitter unit (an out-body

device operated by the doctors or nurses) can be adjusted manually by shifting the trans-

mitter over the patient’s skin to keep aligned with the receiver end (in-body device),

establishing an aligned connection. In contrast, the angular misalignment situation is

more complex than the lateral misalignment as it may necessitate surgical intervention

because the receiver’s position is not ideal, resulting in financial burdens and potential

psychological risks for the patient. However, this measurement demonstrates that fur-

ther surgery is unnecessary, as the power loss remains within acceptable limits when the

device is angular misalignment approximately 30° from its original position (aligned);

this situation is accepted for fat and muscle tissues with 15 mm of thickness. The FOV of

the photodiode is still tolerable in this case. Further investigation should be conducted,

such as varying the photodiode’s angle, for instance, 45°, 60°, 75°, etc.

This study has confirmed existing literature that communication through biological

tissue using OWC is feasible, allowing for secure data transmission due to its limited

aligned configuration [16]. This technology can be applied to various in-body devices

such as pacemakers, defibrillators, insulin pumps, brain implants, cochlear implants,

etc. Nevertheless, this advantage comes with a trade-off. Supposing there are physical

disruptions that can impact the positioning of the in-body device (receiver end), resulting

in misalignment occurrences (lateral and angular misalignments). These misalignments

subsequently lead to a decline in the signal quality received. Further, a study addressing

this factor is crucial to developing a reliable receiver-end device, for instance, by incorpo-

rating the automatic gain controller feature, which has been successfully implemented

in many OWC free-space scenarios [31–34]. Besides, the results of this study could

also be beneficial for the in-body device’s positioning idea as in the capsule endoscopy

use case [23], we could suggest setting optical sensors where muscle tissue is thinnest

where abdominal muscles have this “six-pack form,” so that they do not have a constant

thickness.

The findings depicted in Fig. 7 also confirm that fat tissue serves as a suitable prop-

agation medium compared to muscle at approximating the human body’s average tem-

perature of 37 °C [30]. Fat tissue is more vulnerable to temperature changes than muscle

tissue. The received power density measured in these three scenarios remains within a

safe range as defined by the ANSI.Z136.1–2007 safety standard.

Further investigation should address the characterization of out-body device mis-

alignment (transmitter side). It is important to differentiate whether the results are iden-

tical to those observed on the receiver side when in angular or lateral misalignment cases.

Accordingly, it is advisable to conduct experiments involving shifting and tilting on both

the transmitter and receiver to distinguish how far the impact of their misalignments,

assuming their equivalence.

3.3 Experiments on Different Thicknesses of Meat Sample

After obtaining individual comparison data between fat and muscle layers with a thick-

ness of 15 mm each, the subsequent experiment involved three samples with different

thicknesses (i.e., 30 mm, 38 mm, and 40 mm) consisting of fat and muscle layers. To
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(a) (b)

(c)

Fig. 7. Measurement results in different scenarios: (a) aligned, (b) angular, and (c) lateral.

better understand how much misalignments affects the OWC performance, measure-

ments were also conducted in a free space channel with a separation distance of 40 mm.

In alignment cases, the NIR light beam was directed towards the sensor (receiver). The

receiver position is changed from the origin for misalignment cases.

As shown in Fig. 8, the maximum power density in the free space scenario (LED’s

driving current = 500 mA) is 63.7 mW/cm2 in which the power density observed in the

free space test remains within the safe limits outlined in the standard. The correspond-

ing power densities for lateral and angular misalignments were 59.4 mW/cm2 and 7.25

mW/cm2, respectively. On average, the received power in lateral and angular misalign-

ments amounted to 93% and 11% of the aligned situation, respectively. These findings

suggest that the received power density loss in lateral misalignment is more significant

than that caused by angular misalignment.
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Figure 9 depicts a photograph of the experimental setup in this study, wherein an

810 nm NIR LED emits optical power to the sensor as a receiver through a pork meat

sample. The sensor was used to measure the received power density. The photograph

visualizes experiment on aligned reference case under 30 mm of tissue thickness.

Fig. 8. Measurement results in a free space experiment (40 mm of distance).
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Fig. 9. A photograph of experimental setup (aligned reference case).

As shown in Fig. 10, optical power can still be received at a depth of 40 mm in

the aligned cases for #samples 1, 2, and 3. However, the power received in #sample

1 is higher than #samples 2 and 3 due to a more significant proportion of fat layer

composition. Conversely, #sample 3 exhibits the lowest optical power reception due to

a higher percentage of muscle layer composition. Significant optical power attenuation

is evident in angular misalignment for #sample 1. Moreover, #samples 2 and 3 do not

receive any optical power in cases of misalignment. Accordingly, misalignment factors



Experimental Study of In-Body Devices Misalignment Impact 461

should be considered when designing OWC-based in-body device system (or later can

be called as optical implants) for tissue thicknesses up to 40 mm.

Fig. 10. Measurement results in different sample thickness.

The result shows that fat tissue has better propagation than muscle tissue for optical

channels (Fig. 6), a finding consistent with observations conducted in RF case as done

by [29]; where this study explored the potential use of the fat layer as a propagation

medium for ultra-wideband (UWB) based medical applications through experiment and

simulation approaches. The fat layer demonstrated less decreased RF signal loss than

other tissues under investigation [29]; RF waves propagated through the fat tissue from

the abdomen to the back of an individual, with a power loss of 60 dB.

By seeing overall measurements, we have clearly investigated the aligned, lateral,

and angular misalignments in pure muscle and fat tissues at different temperatures and

varying meat thicknesses.

3.4 Limitations of the Study

In this study, we have explored the impact of misalignment in in-body OWC systems

using an 810 nm NIR LED transmitter on ex-vivo testing. We only focus on specific

scenarios and conditions, such as postoperative misalignments, temperature matching,

and tissue thickness. The experiment only used two samples (fat and muscle) with a

thickness of 15 mm each, which may oversimplify the complexity of in-body tissue

environments. On the other hand, concerns may arise regarding the generalizability

of the findings to diverse clinical or real-world settings, potentially limiting the broader
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applicability of the results. Future studies should consider more thickness of meat sample

in order to capture the full spectrum of conditions encountered in actual clinical scenarios,

and using meat temperatures ranging 36 – 40 °C to match the average of human body.

Therefore, the results will be more realistic. Our investigation only justified the choice of

the 810 nm peak wavelength for its penetration capabilities. Hence, concerns are raised

about the exclusive focus on a single wavelength. In future, we can employ NIR LED

with different wavelength ranging NIR I (λ = 700–900 nm) and NIR II (λ = 1000–

1700 nm) windows [35]. One potential broadband NIR LED that can be used further

experiments including MBB1L3 (λ = 470–850 nm), MBB2L1 (λ = 770 nm, 860 nm,

and 940 nm), MBB2LP1 (λ = 770 nm, 860 nm, and 940 nm), which are provided by

Thorlabs. The last limitation of this study is the experiment relies on static conditions and

may not account for real-time biological dynamics, such as movement or deformation of

tissues during normal bodily activities. These aspects should be considered in the future

works, which is involve dynamics situation.

The initial findings of this study also highlight the significance of considering the

losses incurred from misalignment when designing robust OWC systems. Moreover, it

is recommended to incorporate a digital system for subsequent analysis. It transmits data

in bitstreams to determine the threshold at which the optical communication link can still

be reliable while considering the optical signal losses resulting from misalignment. This

approach takes into account not only the allowable limit of received power as adhered

by ANSI.Z136.1–2007 safety standard, but also acknowledges the trade-off between

received power and sensitivity. Furthermore, future investigation should consider the

impact of misalignment on the OWC link by analyzing parameters such as throughput,

signal-to-noise ratio (SNR), bit-error rate (BER), and other quality of service (QoS)

indicators.

Previous studies have demonstrated that optical communication links can still be

maintained with a tissue thickness up to 40 mm in aligned position under a received

power of tens µW [16]. Additionally, other studies have revealed that OWC system can

be demonstrated at extremely low-intensity levels with the communication speed trade-

off [36]. Based on prior research, it is hypothesized that communication can persist

even though misalignment at the in-body device occurs, with a trade-off resulting in

a decrease in the wireless data communication speed. However, there is a threshold

of communication link loss due to excessive misalignments where the optical signal

received is very weak in which we will address it in future studies.

4 Conclusion

This study has investigated the in-body device misalignment impact on the performance

of OWC-based in-body communication in different realistic scenarios. The experiment

utilized a NIR LED with a wavelength of 810 nm, as it is known to have better penetration

capabilities through biological tissue than other wavelengths. Two samples (fat and

muscle) with a thickness of 15 mm each were used in the experiment at a temperature of

23 °C. The meat sample was also heated to a temperature closer to the average human

body, 37 °C, for comparison. The study evaluated three cases of misalignment on the

receiver side: aligned (considered the ideal or baseline condition), angular, and lateral



Experimental Study of In-Body Devices Misalignment Impact 463

misalignments. Experiments on different thicknesses of meat samples were conducted

carefully as well. The results showed that a meat sample with a fatty layer has the potential

to achieve a desirable level of reception power density, as evidenced in #sample 1 and

#sample 2, while a sample with a higher proportion of muscle does not possess the

capability to transmit a signal properly, even though it is an aligned case, as proved in

#sample 3.

The findings indicate that a misalignment situation on the in-body device point-of-

view can negatively impact the performance of OWC for an in-body communication

system, as the light that propagates through biological tissue may not reach the pho-

todetector’s sensitive area on the in-body device due to limited FOV. Furthermore, the

signal quality received in the lateral misalignment case was poorer than in the angular

misalignment case, primarily due to decreased received power density. Future studies

will consider the tissue thickness, misalignments in the transmitter side, combination of

lateral – angular misalignment, and practical methods to find alignment position.
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Abstract. This paper investigates fat tissue as a medium for communication in

implantable/ingestible medical device (IMD) systems based on optical wireless

communication (OWC). The findings emphasize the importance of tissue charac-

teristics (temperature in particular) for optimizing OWC performance. This study

considered Near-infrared (NIR) light with 810 nm wavelength and fresh porcine

samples to mimic the human tissue. The study employs a realistic measurement

approach in an ex vivo setting using various porcine samples: pure fat and flesh

tissues and samples with different thicknesses. This study also investigates the

influence of porcine temperature on the optical communication channels, which

are measured by comparing the received optical power at 23 °C and 37 °C. In gen-

eral, tissue samples at warmer temperatures (37 °C) receive higher optical power

than colder samples. The results also demonstrate the superior optical power trans-

mission capabilities of pure fat compared to pure flesh in porcine tissue samples

in warm conditions. We also found that porcine with multiple layers of fat (fatty

sample) yields higher received optical power than porcine with multiple layers of

flesh (muscular). The results of this study provide valuable insights and relevant

considerations for OWC-based in-body communication conducted using porcine

samples.

Keywords: Fat · Flesh · Porcine Sample · Optical Wireless Communication ·

Tissue Temperature · In-body Communications

1 Introduction

Medical in-body devices, or in the most literature called as implantable/ingestible medi-

cal devices (IMD), such as implants, smart pills, and biosensors, play an essential role in

diagnosing, treating, and monitoring various clinical conditions of patients. The incor-

poration of wireless communication within these devices serves crucial functions, such

as transmitting data, regulating device operations, and facilitating immediate commu-

nication with healthcare professionals [1]. Optical wireless communication (OWC) is
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emerging as a viable technology for in-body communication cases alongside established

radio frequency (RF) and ultrasound technologies [2]. Numerous studies indicate that

OWC offers advantages in the context of the in-body application, including its capacity

to provide a substantial security level as the communication range is limited to a few

millimeters [3], low power consumption [4, 5], electromagnetic interference-free oper-

ation, avoiding RF emission which might cause harm to tissues (if high transmission

power or long exposure times are used) [6]. On the other hand, OWC has the ability to

enable high-speed data transmission [7–9], making it an attractive option for the sixth

generation (6G) of communication technology [10]. OWC also facilitates simultaneous

energy and data transmission for IMD [11].

Having a thorough understanding of the optical channel’s characteristics is essential

to achieve a seamless design of in-body communication systems. It is widely acknowl-

edged that signal propagation differs among various tissues, primarily due to variations

in their optical properties [12]. In the context of the RF use case, research has shown

that fat tissue offers the most advantageous conditions for signal propagation in terms

of velocity and loss [12]. Significant studies have specifically explored the potential of

fat tissue as a medium for medical applications; these cases were based on RF waves

[13–16]; these seminal works have verified fat tissue’s feasibility through simulation

and measurement studies.

When brought to OWC, measurements conducted on anaesthetized animals yield

the most realistic results as the optical properties of tissues begin to alter immediately

after the animal’s death. Nevertheless, conducting these measurements is challenging

due to the need for a hospital environment with a strict clinical procedure. As an alter-

native, measurement using porcine samples are more practical to do. Porcine sample is

frequently utilized in in-body communication studies, as it has similar optical properties

to those of human beings [17]. There are specific considerations when using porcine

samples: tissue temperature and tissue composition. The tissue temperature can affect

its properties, thus influencing the characteristics of the optical channel within the body.

The composition of fat and flesh layers in the porcine sample is believed to have a signif-

icant impact on the results, as fat is known to be a better conductive medium for signal

transmission [17].

Despite the fat layer has been explored by various researchers on the RF domain,

to the best of the authors’ knowledge, no studies have been conducted that exploit

optical channel characteristics, especially on porcine samples containing fat and flesh

composition with realistic measurement. In addition, there is a lack of research examining

the influence of porcine temperature on optical channel characteristics.

The objective of this study is to investigate the factors above: (i) The optical channel

characteristics are assessed using porcine: pure fat and flesh tissue samples and samples

with flesh and fat layers. (ii) The effect of the porcine sample’s temperature on the

received power. The specifications of the porcine samples were determined, and the

measurements were conducted using two parameters: received power in milliwatts and

power density in W/cm2. These measurements were carried out using an 810 nm NIR

LED, as NIR waves experience less attenuation compared to visible light wavelengths

[18] and other wavelengths [19]. The optical power received in the OWC system is a

crucial factor in determining its performance, as it is closely related to the signal-to-noise
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ratio (SNR) of the received signal [20–22]. Accordingly, before implementing an OWC

system for in-body communication, understanding the tissue characteristics is one of the

top priorities.

This paper is organized as follows: Section 2 presents brief description of OWC

technology for in-body communication to bridge concepts for a wide audience, from

the biomedical engineering, wireless communication, and healthcare technology stand-

points. Section 3 described methodology followed in this study, including measurement

tools and experiment procedures. Section 4 presents the Results and Analysis. Section 5

discusses the finding. Conclusions are given in Sect. 6.

2 OWC Technology for In-Body Communication

OWC is feasible approach to enable a wireless link through biological tissue as the

receiver is able to receive optical power, offering highly secure communication to in-body

devices that may be used in the future IMD such as modern pacemakers, defibrillators,

insulin pumps, cochlear implants, brain implants, etc. [3].

(a) (b)

Fig. 1. OWC technology for in-body communication: (a) generic architecture; (b) used architec-

ture

Communication modalities on in-body communication can be categorized into two

distinct types: in-body to out-body linkage and in-body to in-body linkage communica-

tion (Fig. 1a). Surface-to-implant communication (out-body to in-body linkage) involves

communication between in-body and external devices (out-body device) [23]. This type

of communication is appropriate for situations where there is a need to transmit data

collected from in-body devices to out-body devices for processing or to centralized

control and diagnostics centers implant-to-implant communication (in-body to in-body

linkage) refers to the communication between two in-body devices or more. This type
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of communication is commonly used in applications involving implants that operate in

a closed-loop control system [24].

We will use the results of this study for the out-body to in-body communication, as

a reference using OWC as a mechanism for providing information from outside to the

human body. The system architecture for this purpose is illustrated in Fig. 2(b), which

was adopted from [25, 26]. The system contains a digital processing unit transceiver,

an optical front-end transceiver, a NIR LED as a transmitter, and a photodetector as a

receiver device. The data comes from out-body device or host computer and is processed

by a digital signal processing unit; the modulated data are emitted optically using the NIR

LED. The data passed the biological tissue are captured by the photodetector and then

is demodulated by the digital signal processing subsystem fed to the stimulus device.

The implementation of this system is highly possible be applied to modern IMD, such

as pacemakers, allowing for wireless control and monitoring through an OWC-based

telemetry link.

3 Methodology

The measurements were conducted using commercially available equipment provided

by Thorlabs. An experimental test-bed comprised an optical transmitter and an optical

receiver (Fig. 2). The biological tissue was used as the optical medium. NIR light was

chosen to illuminate the biological tissue as it has better propagation properties across

tissues than other wavelengths [27], specifically between 800 nm and 900 nm [28]. The

transmitter side implemented a driver (Thorlabs DC2200) and a mounted NIR LED

(Thorlabs M810L3).

The LED driver module can be controlled easily using the front panel and a digi-

tal display, we used constant current mode in this study. The maximum current for the

810 nm LED was 500 mA, resulting in a maximum transmitted optical power of 372

mW and a maximum incident power density of 525 mW/cm2, based on actual measure-

ments using an optical sensor (Thorlabs S121C) connected to a power meter (Thorlabs

PM100D). This power level was considered safe as it is below the maximum allowable

limit (2 W/cm2 in 1 sec using λ = 830 nm) according to the ANSI.Z136.1-2007 standard

[29, 30]. The optical power meter was used to measure the received optical power. In this

study, only two parameters were used: received power in milliwatts and power density

in W/cm2.

Pure fat and flesh tissues and thicker tissues were used for measurement. Each sample

had dimensions of approximately 5 cm × 5 cm. The thickness of pure fat and flesh

tissues are 1.5 cm. Three different thicknesses were used; it was composed of fat and

flesh. Afterward, we labeled the thicker tissues as follow: sample #1 (30 mm), sample

#2 (38 mm), and sample #3 (40 mm). All samples were freshly purchased from the local

market at an initial temperature of 11 °C but were subsequently in a heat chamber to

temperatures of 23 °C and 37 °C for measurement purposes.

The LED input current was varied (100 mA, 200 mA, 300 mA, 400 mA, and 500 mA)

by controlling the driver module, and the corresponding optical power employed on the

porcine sample was measured. The transmitted power of the LED varied depending on

the electrical current, with values of 74.2 mW, 153 mW, 230 mW, 303 mW, and 372 mW
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observed for the given currents of 100 mA, 200 mA, 300 mA, 400 mA, and 500 mA,

respectively.

The porcine sample’s surface was illuminated by an NIR LED, while the optical

sensor was positioned on the opposing side. The porcine sample heating was performed

at different places to protect the test-bed from the heating process. In our measurement,

once the sample has been heated and reached a temperature of 37 °C, it is promptly

placed in a provided holder where the alignment of the NIR LED and sensor remains

unchanged. This positioning remains consistent with previous measurements conducted

at a temperature of 23 °C. The temperature of the porcine samples was kept below

44 °C to prevent excessive evaporation and potential harm caused by excessively high

temperatures [31]. During the experiment, we strictly adhered to protective eyeglasses

(certified laser safety glasses provided by Thorlabs) to minimize the potential risk of eye

injuries from exposure to high radiation levels [32–34].

Fig. 2. Experimental setup and details of the employed porcine samples.
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4 Results and Analysis

4.1 Measurement on Fat and Flesh Tissues under Different Temperatures

The results of the measurement of optical power received in mW and power density units

for fat and flesh samples under cold (23 °C) and warm (37 °C) conditions are presented

in Figs. 3(a) and (b), respectively. It should be noted that the power received increases

proportionally with the optical power emitted [35]. For instance, in Fig. 3(a), when the

temperature is 37 °C (LED current = 500 mA), the power received in pure fat and

flesh samples is 6.19 mW and 5.34 mW, respectively. Similarly, at the same temperature

(37 °C), the power received by pure fat and flesh samples is 1.20 mW and 1.05 mW,

respectively, when the LED current is changed to 100 mA. The optical power received

after passing through the biological tissue is very important parameter as it determines

the SNR value.

(a)
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Fig. 3. Measurement results of fat and flesh tissues under different temperatures: (a) received

power in mW; (b) power density in mW/cm2.
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The experiment on porcine samples revealed that the optical characteristics of bio-

logical tissues are influenced by temperature, leading to changes in transparency and

the amount of power received. Our finding suggests that higher levels of transparency

on the tissue promote better light propagation through tissue. Figure 3(b) shows that the

optical power received by the sample during optical transmission remains lower than the

designated safety threshold (below 2 W/cm2) [29, 30]. For instance, when considering

a sample at a temperature of 37 °C with an LED current of 500 mA, the power den-

sity received in fat and flesh tissues is 8.72 mW/cm2 and 7.53 mW/cm2, respectively.

Similarly, at the same temperature (37 °C), fat and flesh receive power densities of 1.70

mW/cm2 and 1.49 mW/cm2 with LED current of 100 mA, respectively.

The results indicate that at temperatures close to the human body’s temperature

(37 °C), the optical penetration of fat tissue is better than that of flesh tissue. Flesh

tissue contains the most significant amount of water compared to other constituents,

e.g., bone, fat, and skin [36]. Fat tissue demonstrates a better propagation medium when

compared to other human tissues, such as flesh tissue, particularly in the case of radio

communications, such as ultrawideband (UWB), in terms of signal loss and propagation

speed [13, 17].

In the context of meat on cold temperatures (23 °C), it has been observed that optical

penetration through flesh tissue is better than that through fat tissue. In contrast, the

opposite occurs under warmer conditions (37 °C). One possible reason for the reduced

optical penetration in fat tissue under cold conditions is the relatively higher level of light

reflection in fat tissue, which can be attributed to its denser nature [3]. Additionally, fat

exhibits a higher susceptibility to temperature effects than flesh. Compared to radio

waves, particularly UWB technology, optical waves (especially in 810 nm) are less

affected by changes in tissue temperature [37], even though the level of optical power

received is affected by the temperature of the biological tissue.
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Fig. 4. Transmittance (%) of flesh and fat tissues at 23 °C and 37 °C.

The transmittance rate of porcine samples was obtained to understand better how

light penetrates through biological tissues. The transmittance rates were calculated and
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compared for different LED currents across both tissue samples. Transmittance is a

measure of the total amount of light that typically passes through a specific medium and

is calculated by dividing the transmitted light’s power density by the received light’s

power density in %, as shown in Fig. 4. The transmittance of fat at temperatures of 23 °C

and 37 °C was 1.1% and 1.7% respectively. Similarly, the transmittance of flesh tissue

at temperatures of 23 °C and 37 °C was 1.3% and 1.4% respectively.

4.2 Experiments Using Various Thicknesses of Samples

Figure 5(a) and (b) show the measurements results on thicker samples of received power

and power density, respectively. Sample #1 denotes a fatty tissue, whereas sample #2 and
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Fig. 5. Measurement results of experiments using various thicknesses of samples: (a) received

power in mW; (b) power density in mW/cm2.
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#sample 3 is considered as musculus tissue. Measurements were conducted at a temper-

ature of 37 °C. The received power measured in sample #1 for LED currents 100 mA,

200 mA, 300 mA, and 500 mA were 0.072 mW, 0.228 mW, 0.376 mW, 0.526 mW,

and 0.665 mW, respectively. Correspondingly, the power densities were 0.102 mW/cm2,

0.321 mW/cm2, 0.526 mW/cm2, 0.746 mW/cm2, and 0.946 mW/cm2. Samples #2 and

#3 exhibited only 5% and 1% power reception relative to sample #1.

The findings suggest that tissue thickness influences the received power and power

density level, with samples #2 and #3 not receiving any power when LED power levels

were set at 75 and 150 mW. The 810 nm NIR light can penetrate fatty tissue (sample #1)

up to 30 mm. However, in the case of thicker tissue, as in samples #2 and #3, 810 nm

NIR LED penetration requires a power level of 375 mW. This significant decrease in

penetration is attributed to the flesh composition in the tissue, which attenuates the NIR

light. Fatty tissue is observed to be a better medium for the propagation of NIR light

than musculus tissue.

5 Discussion

OWC is an emerging technology that holds promise as a viable and attractive technology

for in-body communication, connecting with modern in-body devices, e.g., pacemakers,

cardiac defibrillators, insulin pumps, smart pills, and bio-sensors, instead of relying on

RF and acoustic technologies. OWC is a viable communication technology to provide

wireless connectivity to in-body and on-body devices, as the optical signal can penetrate

biological tissues based on observations of received optical power. According to the

literature, OWC is deemed to be a more secure method compared to RF as it uses

light waves for data transmission which has limited coverage area and offers faster data

transmission speeds than acoustic [3, 26]. This study can support future brain-machine

communications as light could be used to securely connect certain parts of the brain to

the external world.

We have conducted ex-vivo experiments on porcine samples (e.g., pure fat tissue, pure

flesh tissue, musculus tissue, and fatty tissue). The porcine serves as a general model for

human tissue. The experiments involved using an 810 nm LED as a transmitter, an LED

driver to control the LED’s current, and an optical power meter to measure the received

power after the NIR optical light passes the porcine samples. The optical power is one

of the critical factors that can impact the performance of OWC systems within in-body

devices; it is closely associated with the SNR. For this reason, measuring received optical

factor is very crucial. Pure flesh and fat tissues were compared at different temperatures

(23 °C and 37 °C). On the other hand, we also conducted on different thicknesses of

porcine sample (fatty and musculus tissues) at fixed temperature close to the human body

(37 °C). Using thick sample, it was clear to conclude that the muscular tissue received

lower optical power than fatty tissue.

The temperature of porcine sample significantly impacted the optical power received

by fat tissue but have minimal effect on flesh tissue. The optical power that went through

fat tissue at 23 °C and 37 °C was higher than flesh tissue. The optical power received

after the fat tissue experiences a substantial decrease of 60% compared to its power

at a temperature of 37 °C, while the reduction in optical power in the flesh tissue is
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approximately 90%. At a temperature of 37 °C, the optical power after the flesh tissue

is 80% of the power after the fat tissue.

This paper provides novel findings over earlier efforts, showing that fat tissue ben-

efits more from heating than in the case of flesh. The study contributes to potential

advancements in wireless medical device design and remote healthcare. It is essential

to acknowledge that this study was restricted to examining only two varieties of porcine

samples (fat and flesh only), different thicknesses were considered, and two tempera-

ture levels (23 °C and 37 °C). Future investigations should encompass a wider variety

of porcine samples, including different layers with varying compositions of fat, skin,

flesh, and bone and different thicknesses. Additionally, exploring a variety of realistic

body temperatures (e.g., from 36 °C to 41 °C) holds significant value in the pursuit

of further research. However, it is imperative to exercise meticulousness and caution

in controlling the temperature of porcine samples using a heater, as excessive heat can

cause harm (e.g., exceeding the limits, also sample surface may get dry and then changes

in the optical properties). This study focused solely on constant light conditions and did

not address achievable rates. Feasibility assessments were based on the received optical

power. A subsequent study will integrate the optical front-end to digital signal process-

ing to assess the quality of service (e.g., throughput, bit-error-rate, etc.) on fat tissue

propagation under NIR light.

6 Conclusion

The propagation of light through pure fat tissue for optical-based in-body communication

has been conducted and we have compared its received power with pure flesh tissue. The

experiments also used porcine samples with different thicknesses composed of flesh and

fat layers. The impact of sample temperature (cold and warm) was also investigated. The

study suggests that heating the meat to 37 °C would be beneficial for a more realistic

evaluation of scenarios. The findings of this study provide evidence that the presence of

fat layers in porcine sample results in higher received optical power than flesh layers.

Furthermore, the study highlights the importance of carefully selecting porcine samples

for OWC-based in-body propagation studies, considering the potential impact of meat

composition on optical channel characteristics.
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Abstract. The last decade has witnessed significant improvements in
vehicular technology, especially in providing a safer and more enjoyable
environment for drivers and passengers. Fully autonomous vehicles are no
longer a dream but are now a successful technology across the globe. Fea-
tures such as autopilot, assisted parking, speed warning, and lane change
assistance have improved the quality of user experience while using an
automobile. Apart from this, e-health services have also become a prime
aspect of the modern vehicular industry. Therefore, this research presents
preliminary studies on mm-wave radar setup based on Frequency Mod-
ulated Continuous Wave (FMCW) technology in the 76 to 81 GHz band
for vital sign monitoring of drivers and passengers in a vehicular envi-
ronment. The effect of system parameters and the driver’s location with
respect to radar is studied using human subjects to determine the opti-
mum setup for vital sign monitoring. Measurement results showcase that
mm-wave radars can be utilized for accurate and efficient measurement
of the vital signs of drivers in vehicular environments.
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1 Introduction

The system architecture of 6G for e-healthcare includes communication and sens-
ing as one of its primary fronts. A collaboration of wireless communication and
radar technology resulting in Integrated Sensing and Communication (ISAC) is
envisioned to govern the beyond 5G and 6G systems. The ISAC systems will
play a crucial role in advancing vehicular technology making it fully smart in
terms of in-vehicle and outside sensing as well as data processing and commu-
nication [1]. Automobiles are the primary transportation method for billions of
people worldwide. Cars went through an extraordinarily long road of system-
atic improvements. Currently, we are observing rapid development of electric
and hybrid cars, where modified engines are replacing standard petrol engines.
Another branch of development is focused on automated driving, where com-
puters or steering units navigate and drive the car from point to point or even
parks [11].

Nowadays, cars are packed with different kinds of sensors, which assist the
driver and serve multiple purposes. Such sensors could be divided into two
groups: contact and contactless sensors. Contact sensors are placed in locations
that usually make constant contact during travel such as seats, bolster, steering
wheel, seatbelt in passenger cars, and driving gear (helmet, suit) in specialized
cases. This attribute results in restricting their usage and accuracy. Contactless
or wireless sensors can sense from a distance and therefore have the advantage
of no real restrictions regarding the location of the sensors, other than not to
interfere with the driver’s sight. Such sensors could be also placed on or in close
proximity to previously mentioned locations such as seats or steering wheel [8].

Initial systems for vital sign monitoring in vehicles were primarily based on
imaging (cameras) which have the inherent drawback of security and privacy.
Other wireless sensors, which in the majority are radar-based, can provide sets
of valuable information regarding the position of the driver/passengers inside
the vehicle without compromising privacy. This allows inter alia to evaluate
driver conditions such as tiredness or consciousness [3]. Moreover, such sensors
can be used to monitor the vital signs of the driver as well as passengers such as
respiration, and heart rate. In some instances, this information is encoded simul-
taneously allowing constant measurement with high sampling rates. Some key
research articles based on vital sign minoring using mm-wave radar technology
are [2,3,7,8,10–12].

2 Key Challenges in Radar Based In-cabin Sensing

Radar-based in-cabin sensing has many advantages but it has its challenges too.
This section presents the key challenges associated with radar-based in-cabin
sensing from the perspective of future joint communication and sensing system
scenarios.
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2.1 Interference from Other Devices

With the advancements in technology, the vehicles in the market now come
fully equipped with smart sensors capable of communicating with the driver
as well as with each other for seamless operation of the vehicle. Apart from
this, other major causes of interference include cellular devices carried by the
driver, in-built radars in a vehicle to support auto-pilot/driving assistance, and
other communicating devices in the vicinity of the vehicle. Spectrum overlapping
between these applications create even severe problems which tend to grow with
each day. One straightforward solution to this problem is to use highly directional
antennas for in-cabin sensing. But it comes at the cost of losing spatial coverage
of the radar [5].

2.2 Optimum Placement and Location of Radar Chip

Even though designed for comfort, vehicles have limited space, and finding a
practical yet optimum location for radar placement inside the vehicle is chal-
lenging. There are some locations that have been extensively studied in the
literature such as behind the steering wheel on the speedometer, on the rooftop,
pasted on the rear mirror, inside the car seat targeting from the back, on the
side door, etc. The effectiveness of these locations depends largely on the build
(shape) of the car, the location of other electronic components, and user pref-
erence. Therefore, choosing the optimal location, position, and radar’s angle of
attack are very important parameters.

2.3 Movement of Subjects with Respect to Radar

Most of the studies in the literature present the problem of in-cabin sensing as a
very simplified problem in which the subject/driver is sitting in an ideal position
without any movement with respect to radar. These assumptions are rarely met
in practical scenarios wherein the driver usually has restricted movements in
his seat. Especially during the first few minutes of starting the journey, these
movements are found to be more dominant, and they gradually decrease once
the driver settles down [10].

2.4 Selection of Frequency Band of Operation for Radar

The problem of vital sign monitoring of humans with radar technology has been
studied extensively in the last ten years. Researchers have proposed a variety of
frequency bands starting from a few GHz to the Tera Hz range. The selection
of the optimal frequency band of operation for radar has a dominant effect
on the detection accuracy of the system. Especially due to the opening of the
mm-wave spectrum for both communication and sensing, most of the current
standards are adopting mm-wave and it is expected to rule the future sensing
and communication applications.
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Fig. 1. mm-wave Radar setup for vital sign monitoring of driver in a vehicular envi-
ronment.

2.5 Cabin Shape and Reflections Due to Vehicle Body

A car cabin, being a metallic hollow body, creates challenges in the effective
working of radar. The reflections caused by the car body create interference for
received signals thus deteriorating the performance of radar. Apart from that,
the vibrations in the car body during its motion also create strong artifacts in
the captured signals from radar [5].

2.6 Multi-persons In-cabin Scenarios

Usually, the driver in the car is accompanied by co-passengers whose vital sign
monitoring is also equally important but challenging. Some articles [4,8] show-
case the implementation of multi-person monitoring using a single radar system.
Nevertheless, the task of separating dopplers from multiple targets and then
extracting vital sign information from each one of them is undoubtedly a tedious
task.
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Fig. 2. Breathing rate and heart rate measurements of Subject 1 for three scenarios:
(a), (b) Radar in front (80 cm from sternum at height= 85 cm); (c), (d) Radar in back
(20 cm from sternum at height= 85 cm); (e), (f) Radar at side (90 degrees to left 80 cm
from sternum at height= 85 cm).

3 Material and Methods

The hardware setup utilized in this study consists of a car seat with adjustable
height along with a tripod stand to hold the radar chip which allows movement of
the sensor along roll, pitch, and yaw. The measurements are taken with different
radar placement options based on which the optimized position of the radar in
a vehicular environment is selected. The radar setup utilized in this study is
FMCW-based TI 1642 Boost which operates in 76–81 GHz W-band and offers
excellent performance in terms of detection accuracy [6]. Figure 1(a),(b) and (c)
showcase the measurement of heart rate and breathing rate with AWR 1642 mm-
wave radar chip with different angles and radar locations. The measurement
settings with possible scenarios chosen for placement of radar with respect to
the subject are shown in Fig. 1(d) which has a total of 24 possible locations for
radar at two distinct heights of 85 cm and 130 cm from the car floor.

The sensors are located at a horizontal distance of 20 cm and 150 cm from
the sternum of the subject. These locations are chosen in accordance with the
structure of a typical car environment. The subject under study is to sit on the
car seat with hands resting on laps or in a position of holding a driving wheel. The
radar setup is moved in three-dimensional space in between the measurements
of 120 s each. There are 2–4 transmit/receiver antennae on the radar chip with
peak gain >9dBi across the operating frequency. The setup measures the rate of
chest displacement to calculate the heart rate and breathing rate of a person. The
results measured from the proposed setup are compared with the BioHarness 3.0
module developed by Zephyr Technology which is worn by the subject during
the measurements [9]. Figure 1(e) shows the location of the Zephyr BioHarness
Module attached to the chest strap of the subject. The actual setup with a
human subject is shown in Fig. 1(f).
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Fig. 3. SNR plots of (a) heart rate, (b) breathing rate for Subject 2 and (c) heart rate,
(d) breathing rate for Subject 5 in different scenarios.

4 Data Collection and Processing

The data collection for this work was conducted on 5 adult subjects consisting of
3 males and 2 females for variability in the dataset. The first 5 scenarios lasted
for 3min each while the remaining scenarios lasted for 2min each. The data
collection procedure lasted for approximately 2 h for a total of 25 measurements
per participant. Each participant was notified about the measurement scenario.
A detailed description of measurement scenarios taken in this study is depicted
in Table 1. Instructions were provided concerning the procedure and informed
consent was duly signed by each of the participants. The data collected from
each subject was stored simultaneously in both the Zephyr device and the Radar
attached to a computer.

Each subject is instructed to tap the chest 3 times which is used as a marker
for the manual alignment of the signals from the Zephyr and Radar devices. The
raw ECG data with the sampling frequency of 250 Hz from the Zephyr was used
which clearly shows the sharp bursts of chest tap for each scenario for the time
of occurrence. The respective time of occurrence of the chest tap on the raw
ECG waveform is used for segmenting the physiological parameters of the heart
rate and the breath rate signals from the Zephyr device. In other to merge the
two datasets from the two devices, both devices must have the same sampling
frequency.

Therefore, the data from the radar was resampled to match the sampling
frequency of data from Zephyr. The averaged Radar data were manually merged
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Fig. 4. Bland Altman’s plots of subject 2 for Scenario 1–12.



mm-Wave Radar for Vital Sign Monitoring 487

Fig. 5. Bland Altman’s plots of subject 2 for Scenario 13–24.
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Table 1. Description of measurement Scenarios.

Scenario Azimuth angle (·0) Range (cm) height of radar (cm) tilt angle (·0)

1 0
◦

80 85 0
◦

2 45
◦

80 85 0
◦

3 90
◦

40 85 0
◦

4 270
◦

40 85 0
◦

5 315
◦

80 85 0
◦

6 135
◦

80 85 0
◦

7 180
◦

0 85 0
◦

8 225
◦

80 85 0
◦

9 0
◦

80 130 45
◦

10 45
◦

80 130 45
◦

11 90
◦

40 130 45
◦

12 270
◦

40 130 45
◦

13 315
◦

80 130 45
◦

14 135
◦

80 130 45
◦

15 180
◦

0 130 45
◦

16 225
◦

80 130 45
◦

17 0
◦

80 150 30
◦

18 45
◦

80 150 30
◦

19 90
◦

40 150 30
◦

20 270
◦

40 150 30
◦

21 315
◦

80 150 30
◦

22 135
◦

80 150 30
◦

23 180
◦

0 150 30
◦

24 225
◦

80 150 30
◦

25 0
◦

80 85 0
◦

or aligned with the Zephyr data for the time of occurrence of the chest tap for
each scenario. The parameters of measurement which include the range, height
of the radar device from the floor, the tilt angle of the radar, and the azimuthal
angles are captured in the measurement setup. Scenarios 1, 2, 3, 4, 5, 9, 10, 11,
12, 13, 17, 18, 19, 20, 21, and 25 (with no subject) have the Radar positioned
in the front while scenarios 6, 7, 8, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, and 24
have the Radar positioned at the back. Scenario 25 with no human subject was
measured once during the measurement procedure of each subject as a reference
case.



mm-Wave Radar for Vital Sign Monitoring 489

5 Results and Discussion

Statistical analysis is applied for comparison of results from radar setup with
reference Zephyr device. Various performance matrices are calculated including
Bland Altman plots, Pearson’s correlation coefficient (r) with statistical sig-
nificance of p-values, and the measurement accuracy is determined using the
signal-to-noise ratio (SNR) plots. Moreover, the boxplots of individual human
subjects for each scenario versus the physiological parameters of heart rate and
breath rate are compared amongst all 5 adult subjects to ascertain if the results
are comparable. Figure 2 shows the comparison of measured results with bench-
mark results from Zephyr. The heart rate and breathing rate results for the
three cases are presented in Fig. 2. All results are verified by data collected from
Zypher and are found to be fairly accurate. To study the accuracy of the proposed
radar-based setup, the coefficient of variation is calculated for each scenario. The
coefficient of variation measures the dispersion of points from the mean which
is given as a ratio of the standard deviation to the mean in percentage. Further,
the signal-to-noise ratio (SNR) is calculated as the inverse of the coefficient of
variation. The evident occurrence of a lower coefficient of variation in heart rate
and breath rate in the Radar device than in the Zephyr device is reflected in the
high signal-to-noise ratio (SNR) plots in the different scenarios. The SNR plots
of heart rate and breathing rate for Subject 2 and 5 for different scenarios are
shown in Fig. 3.

Table 2. Correlation analysis of heart rate and breathing rate of subjects from radar
and Zephyr in different scenarios.

Scenarios p≤0.05 Subject Correlation

Scenario1 yes 4 Both negative

Scenario2 yes 3 Both positive

Scenario3 yes 4 Positive and negative

Scenario4 yes 1 Positive and negative

Scenario5 yes 1 Both positive

4 Both negative

5 Both positive

Scenario6 yes 4 Both negative

5 Both negative

Scenario7 yes 2 Both positive

Scenario8 yes 4 Both negative

Scenario9 yes 5 Positive and negative

Scenario10 None

Scenario11 yes 4 Both negative

Scenario12 yes 5 Both positive

continued



490 D. Singh et al.

Table 2. continued

Scenarios p≤0.05 Subject Correlation

Scenario13 yes 1 Positive and negative

Scenario14 yes 4 Positive and negative

Scenario15 None

Scenario16 yes 1 Both negative

Scenario17 yes 1 Both positive

Scenario18 yes 1 Both positive

3 Positive and negative

Scenario19 yes 5 Negative and positive

Scenario20 yes 5 Negative and positive

Scenario21 yes 1 Negative and positive

3 Negative and positive

Scenario22 yes 1 Both positive

2 Both negative

3 Negative and positive

Scenario23 None

Scenario24 None

The Bland Altman’s plots of subject 2 for scenarios 1–12 are shown in Fig. 4.
Further, Bland Altman’s plots of subject 2 for scenarios 13–24 are shown in
Fig. 5. It can be visualized from Fig. 4, 5 and similar plots obtained for other
subjects that the scatter plots lie within the 95% confidence level alongside some
outliers on either or both sides of the limits of agreement with small systematic
bias. The acceptable bias limit is taken to be ±10 bpm and exceptions are visible
in some scenarios where the heart rate and breathing rate have high systematic
bias. In subject 1, the scatter plots of the heart rate event exhibit a trend from
high values to low values with small bias in different scenarios while the breath
rate exhibits random scatter plots reflecting the consistent differences in the mea-
surement between the two devices with low bias occurring in several scenarios.
Similarly, this general trend in the scatter plots is replicated in the remaining
human subjects for most scenarios except for scenario 7 (heart rate) in subject
3 and subject 4 which show the trend from lowest value to highest values, sce-
nario 14 (heart rate) in subject 2 and subject 3 display the same trend. Hence,
the Bland Altman plots showed that the Radar device is in strong agreement
with the Zephyr device with scatter plots closer to the bias and are different or
divergent at extremely low or high values.

It is worthy of note that for all 5 subjects, scenario 7 with the Radar device
having the parameters of measurement, displays a large bias for the heart rate
and a small bias for the breath rate while scenario 11 displays a low bias for
both physiological parameters. However, scenario 12 displays a small bias in
both heart rate and breath rate for subject 1 and subject 4 while the remaining
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three subjects had a high bias in the heart rate and a low bias in the breath rate
respectively.

Further, Pearson’s correlation coefficient is used to determine the linear rela-
tion as per the strength of association and direction between the results obtained
from the Zephyr and Radar device. In addition, the interpretation of the cor-
relation coefficient is based on the decision rule of statistical significance of the
p-values where p ≤ 0.05 to satisfy the null hypothesis of a significant relation-
ship between the results from both devices. The correlation plots with statistical
significance on both heart rate and breath rate for all the subjects are observed
in several scenarios ranging from the front side to the back side of each subject
except for scenarios 10, 15, 23, and 24 where no simultaneous statistical signifi-
cant values were obtained on both physiological parameters. Table 2 provides a
summary of the occurrences of the p-values (heart rate and breath rate) with
the corresponding correlation for the subject.

There are some disparities in the correlation coefficient for all 5 subjects for
all the scenarios such that there are scenarios where the heart rate has a positive
correlation and the breath rate has a negative correlation and vice versa. The
probable reason can be attributed to the differences in height and body type of
each subject which can be linked to the radar cross-section (RCS). In addition,
the field of view (FOV) of the radar sensor is affected by the vertical height
which determines the angular tilt orientation of the radar. Hence as the vertical
height is increased the radar sensor with the antenna patch should be tilted to
an angle that can accommodate the FOV for good signal quality.

6 Conclusion

Our results suggest that radars offer an effective method for vital sign monitoring
of drivers and passengers in vehicular environments which should be explored
further. Radars have the advantage of penetration through clothes and other
materials to provide better accuracy than imaging-based methods. Further, the
privacy of the subject is not compromised in this method. It is observed that
the radar placed in front at a height equivalent to the sternum of the subject
(Scenario 1) provides the best sensing results as compared to when it is placed
at any other location. Apart from this, good results are obtained for Scenario
11 for all subjects and Scenario 12 for two subjects. A maximum deviation
between standard Zephyr data and radar data is observed in Scenario 7. It can
be concluded that the radar placed at a distance of 40 cm from the chest of the
driver at a height of 130 cm from the car floor can be an optimum location of
radar. This location corresponds to the area behind the driving wheel in the car
dashboard.
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Abstract. We introduce a flexible pipeline for brain-state-dependent transcra-

nial magnetic stimulation, which operates with customizable real-time elec-

troencephalogram analysis and preprocessing algorithms that support

classification with machine-learning tools.

Keywords: Electroencephalography � Transcranial magnetic stimulation �

Brain-state-dependent brain stimulation � Brain-activity decoding

1 Introduction

Transcranial magnetic stimulation (TMS) is a non-invasive brain stimulation method

for activating cortical neuronal populations. TMS is increasingly used as a therapeutic

tool in neurology and psychiatry. The application of TMS for diagnostic and thera-

peutic purposes continues to be driven by group-level results, with little regard to

patient-specific characteristics. However, the neuronal signaling and its breakdown

during disease are highly individual [1], promoting the need for personalized TMS-

treatment procedures.

Here, we discuss the Brain-State-Dependent-Stimulation approach (BSDS), in

which the timing and/or location of the stimulation is automatically controlled based on

the instantaneous brain state, measured with electroencephalography (EEG) with the

help of machine-learning algorithms to detect complex brain states. BSDS is a

promising method for personalized TMS treatment [1], but its implementation is hin-

dered by the lack of software pipelines enabling real-time EEG processing and

simultaneous TMS control.

2 Materials and Methods

We introduce a flexible pipeline for BSDS, which operates with customizable real-time

EEG-analysis and preprocessing algorithms, written in Python, that support classifi-

cation with machine-learning algorithms. The pipeline controls and monitors the TMS
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device with the outcome of the real-time EEG analysis. The pipeline currently supports

EEG devices from two manufacturers (Bittium NeurOne and Brain Products acti-

CHamp with TurboLink) and provides TTL trigger signal output to an arbitrary TMS

device through a BNC connection, thus controlling the timing of TMS pulses with

millisecond precision. In addition, the pipeline can control a state-of-the-art multi-locus

TMS device [2], allowing the system to change the stimulation location without

physically moving the TMS coil or the need for multiple TMS devices.

The pipeline, implemented with the Robot Operating System (ROS2), can be

controlled and monitored through a user-friendly graphical user interface. The pipeline

can be customized with algorithms for EEG preprocessing and brain-activity decoding

for TMS-control decisions. Adding custom algorithms is straightforward, as a Python

template is provided into which scientists can add their own processing algorithms in a

similar way as in offline processing. The pipeline runs on a laptop or desktop computer,

and no expensive hardware is needed.

We have integrated a novel real-time noise-removal algorithm as a preprocessing

step before the EEG signals are fed into the brain-activity-decoding algorithms. The

real-time noise-removal is performed with the SOUND algorithm [3] and is currently

being validated (publication in preparation). The real-time version of the SOUND

algorithm processes each streamed data sample with a spatial filter that suppresses

signals unlikely to originate from cortical current sources. The spatial filter is based on

the estimated spatial distribution of noise, and is constantly updated in an asynchronous

process, which estimates the noise level from the latest data buffer. The real-time

SOUND has so far been validated with TMS–EEG datasets measured from 20 healthy

subjects.

Many types of experiments can be performed with the presented pipeline. It is

currently employed, for example, in paradigms for timing TMS to epileptic spikes, or

to motor imagery of the hands. These applications are intended for the treatment of

epilepsy and spinal cord injury, respectively. In both applications, a pre-trained

machine-learning algorithm detects features of the brain states of interest, namely

epileptic spikes and motor imagery, in real-time. TMS can thus be timed to epileptic

spikes, with the goal of suppressing epileptogenic activity, or to motor imagery, with

the goal of strengthening neuronal connections between the brain and the limb [4]. The

real-time detection of spikes has been tested with an EEG dataset from an 11-year-old

epilepsy patient.

For the machine-learning approach in these applications, we used a compact

convolutional-neural-network-based classifier, LF-CNN, designed specifically to fit the

spatiotemporal properties of EEG and MEG signals [5]. LF-CNN architecture is

informed by the generative model of these signals, allowing to achieve high repre-

sentational capacity of deep learning while keeping the number of training parameters

low. Thus, the model can be trained using a limited amount of training data, run

efficiently in real-time, and be easily adapted for various experiments. Measurements

and analysis for the epileptic-spike-timed and motor-imagery-timed TMS are currently

ongoing.
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3 Results

The pipeline is currently under development, and therefore, many aspects of the system

still require further testing. However, the tentative validation results of the real-time

SOUND approach are promising. Independent-component-analysis-based analysis

showed that the signal-to-noise ratio was improved in all the subjects studied, on

average by 200%. In the first benchmark tests, the SOUND algorithm processed

streamed samples in, on average, 38 ls per sample, easily handling EEG sampled with

5 kHz.

The preliminary results of the real-time epileptic-spike-detection algorithm showed

specificity and sensitivity up to 99% and 83%, respectively.

4 Discussion

The advantages of the presented BSDS pipeline are its easy customizability with

algorithms written in Python, applicability to different EEG and TMS devices, as well

as the need for only a desktop or laptop computer without expensive custom hardware.

The pipeline can be applied to a wide spectrum of research and clinical use cases

extending beyond the example cases of epilepsy and spinal cord injury. BSDS pro-

tocols are predicted to greatly impact the treatment of psychiatric and neurological

disorders as well as rehabilitation.
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Abstract. This study focuses on early identification of memory disorders

among elderly individuals, utilizing data from social and healthcare services in

Kuopio. A cohort of 26,000 citizens aged over 65 as of 2015 was utilized.

Through a case-control study, individuals diagnosed with Alzheimer’s disease

(AD) and controls were identified. ANOVA and Mutual Information

(MI) methods identified significant features including International Classifica-

tion of Primary Care (ICPC) and International Statistical Classification of Dis-

eases and Related Health Problems (ICD-10) codes, onset age, number of

patient visits, and types of services. Logistic regression and SHAP-guided

gradient-boosting classifiers demonstrated promising predictive performance,

suggesting potential for proactive interventions and targeted monitoring in

individuals at risk of memory disorders.

Keywords: Machine Learning � Feature Selection � Predictive Modelling �

Memory Disorders � Electronic Health Records

1 Introduction

We aimed to identify the risk of memory disorders at an earlier stage, enabling targeted

interventions to monitor patient status and reduce disease risk through lifestyle coun-

seling or cognitive testing. The study utilized a cohort of 26,000 Kuopio citizens aged

over 65 as of the year 2015 who used social and healthcare services between 2010 and

2020.
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2 Materials and Methods

We conducted a case-control study with individuals diagnosed with Alzheimer’s dis-

ease (AD; N = 1,524) and those without any memory-related ailments or medications

as controls (N = 8,005). Both groups are composed of 66% females. Features were

retrieved as 6-month data frames extending from 6 months preceding the diagnosis

(i.e., excluding the initial half a year) to 4 years before diagnosis (or matching date of

the controls). These data frames encompass early detection across distinct time win-

dows for disease prediction.

To identify the most crucial features differentiating AD patients from controls, we

employed ANalysis of Variance (ANOVA) [1] and Mutual Information (MI) [2] fea-

ture ranking methods. Based on ANOVA and MI, various feature sets were constructed

according to feature importance ranks. These feature sets were then benchmarked using

machine learning models such as Logistic regression, Random Forest, Gaussian Naïve

Bayes, and Multi-layer perceptron. Additionally, we explored an alternative feature-

selection approach for gradient-boosting classifiers. Classifiers were trained across all

data frames. Top features were identified with SHAP (SHapley Additive exPlanations)

[3] and we subsequently retrained the models using these selected features.

3 Results

ANOVA and MI methods revealed that International Classification of Primary Care

(ICPC) and International Statistical Classification of Diseases and Related Health

Problems (ICD-10) codes associated with memory disorders, onset age, number of

patient visits, and the types of services were among the top-ranking features. The high-

ranking features, identified by ANOVA in conjunction with Logistic regression,

achieved a prediction performance of 0.846 Area Under Curve (AUC) and surpassed

the performance of other models and feature sets. The alternative strategy of retraining

gradient-boosting classifiers using the top SHAP features resulted in enhanced classifier

performance, yielding an AUC of 0.86. Based on SHAP values, the most impactful

features influencing prediction were mild cognitive impairment (MCI), onset age, and

the number of memory tests. These offer a comprehensive patient profile in early-stage

memory disorders, as supported by clinical consultation.

4 Discussion

In conclusion, this study investigates the early identification of memory disorders

among elderly individuals, leveraging data from social and healthcare services in

Kuopio. Utilizing ANOVA, MI feature ranking, and SHAP techniques, we identified

onset age, memory disorder-related codes, and high service utilization as risk features

from 6 months to 4 years prior to the actual disease onset. Logistic regression and

SHAP-guided gradient-boosting classifiers demonstrated promising predictive perfor-

mance, highlighting the potential for proactive intervention and targeted monitoring in

individuals at risk of memory disorders.
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Abstract. This study explores the development of a Clinical Decision Support

Systems (CDSS) platform powered by healthcare MyData, aiming to enhance

patient safety in medication and surgical interventions. Leveraging digital

technology, particularly AI and CDSS, the research focuses on creating algo-

rithms to manage hyperglycemia, predict Acute Kidney Injury (AKI), manage

antithrombotic therapy, and assess postoperative infection risks. Through a

structured methodology involving algorithm design, data simulation, expert

review, and integration planning, the study lays the groundwork for a CDSS

platform that utilizes patient-controlled health information. Preliminary assess-

ments based on simulated data and expert feedback indicate promising potential

for these algorithms to significantly improve medication and surgical safety. The

integration of personalized patient data through MyData is expected to provide

tailored and proactive safety alerts, marking a significant advancement in

patient-centered care. This abstract summarizes our initial steps towards

empirical testing and real-world application, highlighting the critical role of

innovative digital tools in addressing healthcare safety challenges.

Keywords: MyData � Personal health record � Patient safety � Clinical decision

support system

1 Background

In the wake of global initiatives to safeguard individual rights in personal data usage,

governments are increasingly focusing on empowering citizens with control over their

information. In South Korea, this movement is epitomized by ‘MyData’, a concept

gaining traction worldwide under various designations. This paradigm shift from dis-

ease treatment to health prevention necessitates the integration of digital healthcare
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tools like Clinical Decision Support Systems (CDSS). Research indicates that CDSS

can significantly reduce medication errors, a leading cause of patient safety incidents,

and enhance clinical outcomes.

2 Objective

Our research aims to leverage patient-controlled health information within the frame-

work of ‘MyData’ to develop and validate Artificial Intelligence (AI) and CDSS

technologies for patient safety management.

3 Methods

Our study proposes a theoretical framework and development strategy for a CDSS

platform using healthcare MyData, aimed at improving medication and surgical safety.

The methodology involves a structured process:

• Algorithm Design: Develop algorithms for managing hyperglycemia, predicting

AKI, managing antithrombotic therapy, and assessing postoperative infection risks,

based on clinical guidelines and risk factors.

• Data Simulation: Generate simulated patient datasets to test algorithm efficacy

across diverse clinical scenarios.

• Expert Review: Engage healthcare professionals to evaluate the clinical relevance

and impact of these algorithms.

• Integration Planning: Outline a framework for incorporating the algorithms into the

MyData platform, detailing data flow, interface, and security protocols.

• This foundation prepares for empirical testing and real-world application.

4 Results

• Hyperglycemia Management Algorithm: Utilizes patient data and medication pro-

files to predict and alert healthcare providers about potential high blood sugar risks.

• AKI Prediction Algorithm: Analyzes patient-specific factors and current medica-

tions to forecast AKI risks, emphasizing age-related susceptibilities.

• Antithrombotic Therapy Management Algorithm: Assesses patient surgery and

procedure histories to alert on antithrombotic prescriptions, considering bleeding

risks.

• Postoperative Infection Prediction Algorithm: Leverages surgical history and

patient demographics to predict infection risks post-lower limb surgeries.

This study will involve developing a platform that integrates these four algorithms

with patients’ MyData, to be piloted across four hospitals to 400 patients. As the

platform is currently under development, empirical results are not available. However,

preliminary assessments based on simulated data and expert feedback have been

promising. The algorithm design phase has successfully identified key parameters and
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risk factors associated with each health concern. Simulated testing scenarios have

demonstrated the algorithms’ potential to accurately flag risks, with initial accuracy

estimates based on expert feedback suggesting a high degree of potential clinical utility.

These findings, while preliminary, indicate that the developed algorithms could sig-

nificantly contribute to medication and surgical safety once fully implemented and

tested in real-world settings. The expert review process has also highlighted areas for

further refinement, ensuring that the algorithms are both clinically relevant and aligned

with current medical practices.

5 Conclusion

This study presents the initial steps towards the development of a MyData-powered

CDSS platform aimed at improving patient safety through enhanced medication and

surgical interventions. While actual implementation and testing have yet to be con-

ducted, the theoretical groundwork and preliminary feedback suggest that such a

platform has the potential to address critical safety issues in healthcare. The integration

of personalized patient data through MyData enhances the platform’s ability to deliver

tailored and proactive safety alerts, embodying a significant advance in patient-centered

care. Moving forward, the focus will be on completing the development of the plat-

form, conducting rigorous empirical testing, and refining the algorithms based on real-

world data and outcomes. This research underscores the importance of innovative

digital tools in advancing patient safety and sets the stage for transformative changes in

healthcare delivery.
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1 Background

The unprecedented possibilities brought about by the combination of Artificial Intel-

ligence (AI) and the exponential growth in available data have ushered in a new era of

task automation and augmentation. This technological advancement enables the

automation of routine operations and facilitates the integration of AI-based solutions

into managerial tasks, thereby augmenting the decision-making process. However, this

transformative landscape is not without its challenges, with issues such as unem-

ployment, competence deterioration, and algorithmic discrimination surfacing. Existing

research contends that the nature of a task is a critical determinant in deciding whether

it should be automated, augmented, or left to human execution. Yet, this body of

knowledge falls short in addressing the crucial aspect of striking a balance between

human and machine involvement in decision processes and subsequent task execution.

Within this context, the medical field emerges as a particularly promising domain for

augmentation, given the longstanding use of AI applications to assist clinicians in

diagnoses.

2 Materials and Methods

Adopting a business model approach and drawing insights from a single case study

within the intensive care context, our research challenges the notion that the nature of a

task is the sole factor influencing the choice of AI application.
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3 Results

We contend that, in addition to the nature of the task, factors such as the sequence of

tasks, the organizational level of a task, and timing should be equally considered when

deciding on task automation, augmentation, or human execution.

4 Conclusions

Theoretical implications of this study suggest approaching the automation-

augmentation duality as a continuum, recognizing the dynamic interplay between the

two. From a practical standpoint, our study offers a simple rule that empowers orga-

nizations to sense and respond to opportunities in the emerging and continuously

evolving AI-enabled landscape.
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Abstract. Sarcopenia (i.e. involuntary muscle loss) has significant association

with adverse health outcomes in tumor patients and elderly populations. On the

other hand, Computed Tomography (CT) imaging is a routine part of patient

care pathway in gastrointestinal malignancies, which leads to availability of

such data for predictive modeling. Body composition (BC) metrics can be

derived from CT data, but it laborious when done manually. Thus, automatic

extraction of BC metric could provide value in clinical practice by allowing for

rapid and repeatable assessment of tissue content from already existing CT data.

Our study performed an external validation of two automatic BC measurement

methods based on Deep Learning by leveraging data from preoperative venous-

phase CT scans from Oulu University Hospital colon cancer patients. As a

result, both methods showed promising results in analyzing colon cancer

patients CT data when compared to a manual BC measurement workflow.

Keywords: Deep Learning � Computed Tomography � Body Composition

1 Introduction

Body composition (BC) metrics reflect the amount of muscle, subcutaneous fat, and

visceral fat, and they are associated with multiple health conditions [1, 2]. In case of

sarcopenia, i.e. involuntary muscle loss, BC is known to be connected to adverse health

outcomes [3]. BC metric for sarcopenia assessment can be derived using different

methods, where Computed Tomography (CT) imaging can be seen as a gold standard

[4]. For colon cancer patients, several CT scans are typically acquired during their

patient care pathway. Thus, use of automatic BC extraction methods for such patients

would be beneficial, as necessary data already exist.
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2 Materials and Methods

Our study performed an external validation of two existing methods for automatic

tissue segmentations to derive BC metrics. Analyzed data comprised preoperative

venous-phase CT scans from Oulu University Hospital colon cancer patients from

years 2019–2022 (n = 109, pixel spacing: [0.66–0.98 mm], slice thickness [0.60–

1.25 mm]). From every CT scan, a single axial image from the third lumbar level (L3)

was selected to assess muscle and fat distribution. Ground truth (GT) BC measure-

ments (muscle: n = 107, subcutaneous fat: n = 88, visceral fat: n = 109) were done by

an experienced research nurse, who traced tissues manually from axial (middle L3) CT

images by using predetermined Hounsfield units (HU) windows (muscle: −29 to 150

HU, fat: −190 to -30 HU). Both studied automatic methods, namely Comp2Comp [5]

and TotalSegmentator [6], relied on Deep Learning, however, they had different models

for segmenting tissues. Comp2Comp method comprised model to detect middle axial

image from the L3 level, model to perform tissue segmentation, and post-processing

pipeline to obtain the BC metrics from the predictions. TotalSegmentator method

provided a model to segment necessary tissues, but it did not contain a subsequent

routine to derive the BC metrics. Thus, middle L3 slices were identified by Com-

p2Comp, segmented by TotalSegmentator, and obtained segmentations were processed

by post-processing pipeline similar to Comp2Comp. Correlation (Pearson’s r) and

Bland-Altman analysis were applied to quantify how well the two studied methods

performed in comparison to GT.

3 Results

The evaluation for BC metrics derived from both studied methods is presented in

Table 1. The results contain metrics in case of muscle (n = 107), subcutaneous fat

(n = 88), and visceral fat (n = 109). Comp2Comp received more agreement in muscle,

and TotalSegmentator in visceral fat when analyzing results from Bland-Altman

analysis. TotalSegmentator obtained better correlation when analyzing results from

visceral fat, and it achieved same result in case of subcutaneous fat when compared to

Comp2Comp.

Table 1. Automatic models’ performance evaluated via correlation (Pearson’s r) and Bland-

Altman analysis (values are mean difference [limits of agreement], difference = GT-prediction).

Analyzed tissue Method r Agreement, cm2

Muscle Comp2Comp 0.97 −2.27 [−18.12, 13.58]

TotalSegmentator 0.91 11.50 [−13.31, 36.31]

Subcutaneous fat Comp2Comp 0.98 −6.26 [−37.41, 24.89]

TotalSegmentator 0.98 −14.96 [−47.82, 17.89]

Visceral fat Comp2Comp 0.93 3.71 [−85.86, 93.27]

TotalSegmentator 0.98 5.38 [−39.50, 50.27]
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4 Discussion

Our study performed an external validation of two automatic BC extraction methods,

namely Comp2Comp and TotalSegmentator. Both methods achieved excellent corre-

lation (Pearson’s r) when compared to GT. When considering results from Bland-

Altman analysis, Comp2Comp is in more agreement in muscle, while TotalSegmen-

tator - in visceral fat. As a conclusion, there could be a possibility to get a better method

by getting the best of two, e.g., by retraining on the combined data, or just fusing on

two methods. In general, both validated Deep Learning-based methods showed

promising results when CT images from colon cancer patients from Oulu University

Hospital were analyzed.
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1 Background

Day surgery is 12–24 h cost-effective pathway [1, 2] including various of nurse-

delivered counselling throughout the pathway, such information of children’s fasting

time [3] and post-operative pain counselling [4]. Those elements could be delivered via

digital solutions [5, 6]. However, there is not enough information about parental views

on digital solutions of the information needed in solutions. The aim of the study was to

describe parental views on the digital solution for children’s day surgery pathway.

2 Materials and Methods

The participants (N = 31) were parents whose children (under 16 years old) were

admitted to the hospital for the day surgical treatments or magnetic resonance imaging

in one university hospital in Finland. The inclusion criteria were as follows: parent or

custodian of a child who was receiving a day surgical treatment at the selected hospital,

ability to understand and write in Finnish, and access to a laptop or a mobile app for

answering the questionnaire. The data were collected through an unstructured, open-

ended questionnaire, and an inductive content analysis was conducted to analyze the

qualitative data.
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3 Results

The parental views on a digital solution were identified as the digital gaming solution

for children and families to support care. This main category included three generic

categories: 1) preparing children and families for the day surgery enabling virtual

familiarization with care environment and waiting time via solution 2) gamification in

the solution to support of care and overcome hospital anxiety and fear and 3) con-

necting people through the solution including interaction between medical staff and

families as well as children’s peer support via solution.

3.1 Conclusions

Families need relevant information about children’s day surgery via a digital solution.

Parents are ready and are open to digital gaming solutions that provide support and

guidance and engage children in the day surgery pathways. A digital gaming solution

may be a relevant tool to support communication between families and healthcare

professionals and to provide versatile information about day surgeries.
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Abstract. This study investigated community health workers’ (CHWs) expe-

riences of Physitrack’s Inclusion App in Indonesia and Rwanda. The study is

part of a global project to enhance rehabilitation access in low- and middle-

income countries through a digital-first approach in primary health care. Real-

world pilot testing of the application begun in May 2023. Local rehabilitation

professionals pre-installed exercise programs for the most common conditions

among service users in the application. CHWs, with limited prior knowledge of

digital rehabilitation technologies, found the application user-friendly and

beneficial. However, they requested more training on the exercise programs and

identifying rehabilitation needs in the community. Implementing digital reha-

bilitation services into primary health care requires further research, CHW

competency development, public outreach, and supportive policies from gov-

ernmental institutions.

Keywords: Attitudes Towards Technology � Community Health Workers �

Digital Rehabilitation � Primary Health Care � Usability

1 Introduction

At least one in every three people worldwide will need rehabilitation at some point in

the course of their illness or injury [1]. The demand for rehabilitation services already

exceeds the resources, leaving a large unmet need, especially in low- and middle-

income countries (LMICs) with the highest burden of disease worldwide [2, 3]. As

countries move towards integrated person-centered care, it is imperative that quality

rehabilitation is embedded in service delivery models [4].

To enhance access to rehabilitation services in low-resource settings, health sys-

tems should be strengthened and reformed. Innovative technology, interprofessional
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teamwork, and task shifting are recommended as catalysts for the reform [5]. This

study aimed to investigate Rwandan and Indonesian community health workers’

computer proficiency, attitudes towards health technology and their experiences of

using a digital rehabilitation application, Physitrack’s Inclusion App. The study is part

of a global project that aims to increase access to rehabilitation in low- and middle-

income countries by proposing a digital-first approach to providing rehabilitation

services in primary health care.

2 Materials and Methods

Real-world pilot testing of the application begun in May 2023. Prior to this, local

rehabilitation professionals in Rwanda and Indonesia identified the most common

conditions among rehabilitation service users, and exercise programs for these condi-

tions were pre-installed in the application. Community health workers (CHWs)

received basic training and advice on sharing these exercise programs.

A purposively selected sample of CHWs (n = 53) responded to questionnaires

about their computer proficiency, the application’s usability, attitude towards infor-

mation technology for health and participated in interviews and focus group discus-

sions (FGD) six months later. None of the respondents had previous knowledge of

digital rehabilitation technologies and many had limited experience with information

technology.

3 Results

Overall, CHWs had a positive experience of using the Inclusion App. It was user-

friendly and enhanced their interaction with end users. However, they specifically

requested additional training on the exercise programs in the application, sharing these

programs and identifying community members in need of rehabilitation.

4 Discussion

More research and digital competency development of CHWs, public outreach pro-

grams, and supportive health policies from governmental institutions are required to

implement digital rehabilitation services in primary health care.
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Abstract. The leading risk-factors of stroke, (e.g. hypertension), are related to

people’s lifestyle and habits, such as exercise, diet, smoking, and alcohol con-

sumption. Patient counseling aims to positively affect the daily choices people

make, but there is still only limited evidence on the effectiveness of different

counseling solutions. Patient and healthcare professional experiences are needed

in developing evidence based digital solutions to reduce the burden of stroke.

This study is a part of a larger research project that co-creates and validates

stroke prevention and diagnostic solutions together with different stakeholders.
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1 Background

The leading risk-factors of stroke, (e.g. hypertension), are related to people’s lifestyle

and habits, such as exercise, diet, smoking, and alcohol consumption. Patient coun-

seling aims to positively affect the daily choices people make, but there is still only

limited evidence on the effectiveness of different counseling solutions. Patient and

healthcare professional experiences are needed in developing evidence based digital

solutions to reduce the burden of stroke. This study is a part of a larger research project

that co-creates and validates stroke prevention and diagnostic solutions together with

different stakeholders. The aim of the study was to describe patient and staff experi-

ences on the barriers, facilitators, and solutions of digital counseling materials for

patients with cerebrovascular diseases.
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2 Materials and Methods

We conducted semi-structured face-to-face interviews for 22 patients with cere-

brovascular diseases (CVD) and 26 healthcare professionals on an acute stroke ward

and on a CVD diagnostic and rehabilitation ward in a single university hospital in

Finland. Data were analyzed deductively.

3 Results

According to the participants, digital materials were rarely used in patient counseling.

The healthcare professionals reported lack of knowledge of digital counseling materials

and challenges in sharing digital content to patients. Both patients and healthcare

professionals wished for new high quality and interest awakening digital materials with

multimedia content, plain language, and moderate length of information. The partici-

pants also wished for new counseling software and applications with easy-to-use search

functions, two-way communication possibilities and reminders.

4 Conclusions

Both patients and healthcare professionals feel there is a need for the development of

new digital counseling materials for patients with CVD. In the development, attention

should be paid to visual appearance and accessibility to increase patient motivation to

engage with the materials. Availability, usability and shareability of digital counseling

materials should be supported for both the patients and professionals.
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Abstract. Due to the increasing amount of data, paired with global digital-

ization, it is becoming more and more important to utilize this data for com-

mercial and non-commercial purposes. Considering that much of this data is

personal, it enables the remote tracking of people’s lifestyles and monitoring of

patients’ health inside and outside of health organizations using different utili-

ties. As such, this calls for an imperative shift towards human-centric data

management, with the main idea of individuals controlling their personal data.

This paper discusses the concept of MyData approach to personal data man-

agement and explores its convergence with the GDPR in Europe, which has

created barriers to assessing personal data but has had a great impact on the

regulation of the data and increased the transparency of the fair use of personal

health data. This paper delves into the legitimacy challenges of implementing

the MyData platforms within the framework of GDPR conformity. The paper

also presents a framework for legitimation of a human-centric approach to data

management and gives recommendations on improving GDPR norms.

Keywords: Human-centric personal data � Healthcare � MyData � GDPR

1 Introduction

With the entrance of big data into many commercial and non-commercial aspects of the

world, it is becoming more and more crucial to study the construction and imple-

mentation of data-driven business models and learn to apply them [1]. Considering that

much of this data appears to be personal, it can be used as a decision-making basis at a

societal level. Unfortunately, practice shows that a great deal of this data is stored only

with a small number of organizations, which limits the proper utilization of this data

[2]. This problem could be solved by shifting from an organization-centered approach

to management into human-centered personal data management and placing every

individual in control of their own personal data [3]. The aim is to enable interoper-

ability of personal data from different sectors of industry where fast-paced new digital

business models are being introduced with new technological advancements. This, in

turn, arises challenges of privacy that led European Union (EU) to passing the General

Data Protection Regulation (GDPR) that has been effective since May 2018. The main
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objective for introducing GDPR was to return control over the personal data to the

citizens and residents and unify the existing regulations within the EU [4].

But how much and what type of data is appropriate for full utilization for certain

purposes while providing personal data protection? This calls for a proper platform for

intersectoral data interoperability with a predefined architecture that would give the

premises for the successful creation of more personalized services. This was resolved

by introducing the MyData model of balancing personal data usability and protection.

MyData is a consent-based data management and control tool that is an infrastructure-

level approach for ensuring data interoperability and portability. This novel procedural

approach combines the digital rights of individuals with the needs of organizations and

industries. The main pillars of the MyData model are human-centricity, data usability,

and open business environment principles. These principles suggest that developing a

human-centric approach to personal data management would always be the most

practical and profitable [2]. While GDPR unifies EU data protection regulation,

MyData provides GDPR-compliant architecture, tools, and practices. While GDPR

aims at strengthening and clarifying practices for data security, the human-centric

principles of MyData aim at enabling new services for personal data usage. Together

they provide improved privacy and ensure trusted and fair utilization of data between

organizations [5]. Hence this paper aims to analyze how GDPR is aligned with MyData

concept, how they are legitimated and co-legitimated in the context of healthcare data

management.

2 Materials and Methods

This study focuses on legitimizing, the process of moving from isolated incidents of a

new practice to widespread acceptance. One of the principal approaches to assessing

legitimacy is the normative approach, which sets out criteria for three types of legiti-

mation: input, output, and throughput legitimation. This study reviews the literature on

legitimation and applies input, output, and throughput legitimacy terms to approach the

challenges of legitimizing MyData health platform within the context of GDPR

implementation.

3 Results and Recommendations

The results of the analysis show that sharing by patients their personal (health) data

through the MyData platform can be legitimized with GDPR norms in place, only if all

input, output and throughput legitimacy is achieved. Throughput legitimacy in this case

shows that a transparent way of policymaking through public negotiation and decision-

making processes is needed. The study also proposes recommendations that are likely

to improve the level of GDPR compliance of enterprises, which will, in turn, contribute

to achieving the desired level of trust among the public. Raising trust will help gain full

legitimation with the public, which will lead to better utilization of personal data. It is

likely that non-compliance with GDPR of some enterprises will lead to poor usage of
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personal data, which is fraught with misuse of third-party personal data, undercapacity

usage of possible data, etc.

4 Discussion

The integration of citizen-centered data into a digital health platform increases the level

of citizen involvement and their attitude towards technology and system use [6]. The

MyData transition process requires the development of a mindset of engaging in self-

care and preventive health for both health professionals and citizens. Maturation of

existing platform technologies and mapping out how they will comply with regulations

such as EU GDPR is a vital subject to explore in order for MyData platform to function

properly. By giving individuals the power to determine how their data can be used,

MyData approach enables the collection and use of personal data in ways that maxi-

mize the benefits gained and minimize the loss of privacy. GDPR and human-centric

principles are complementary to each other. Hence, it is vital to ensure GDPR con-

formity of the enterprises involved and MyData platform operators to achieve full

legitimacy. Citizens’ personal health management awareness is enhanced by achieving

full legitimacy.
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Abstract. Functional Near Infrared Spectroscopy (fNIRS) is limited to the

external layers of the brain, and is impeded by motion artifacts and hemody-

namic “noise” from scalp. Often, prior to epilepsy surgery, depth-electrodes are

implanted, yet this approach is limited by “tunnel vision” effect. To overcome

these limitations, we developed an implanted fNIRS (ifNIRS) sensor using

optical fibers. To simulate the use of this sensor we employed a Monte Carlo

(MC) method. When compared to standard scalp positioning (3 cm distance

between emitter and detector), the simulated intracranial fNIRS resulted in

a >20-fold increase in measured signal at 3 cm distance and a >4-fold increase

at 5cm. Simulations with different scatter coefficients of the white matter

demonstrated substantial differences in measurable signal for intracranial fNIRS.

MC simulations highlighted notable differences between scalp and ifNIRS,

emphasizing the advantages of intracranial positioning. We propose that ifNIRS

can be combined with stereo EEG or responsive neurostimulation (RNS) to

improve seizure detection.

Keywords: Functional Near Infrared Spectroscopy � fNIRS � Intracranial

fNIRS � Stereo EEG � Monte-Carlo Simulation

1 Introduction

Functional Near Infrared Spectroscopy (fNIRS) has been used for decades to measure

changes in cerebral hemodynamics during various tasks and conditions. However, due

to physical and safety limitations of the measurements, the current practical penetration

depth is limited to the external layers of the cortex at about 2 cm below the

scalp. Patients with drug-resistant epilepsy sometimes undergo surgery as part of their

assessment, in which depth-electrodes are implanted into the parenchyma, through the

skull, for several days [1]. The electrodes are fixated to the skull using an anchor bolt.

The purpose of this implantation is to localize the epileptogenic zone. Electrical fields

that originate from the epileptogenic zone may be obscured by electric fields closer to

the implanted electrode, resulting in a “tunnel vision” effect. Optical signals in the
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brain, especially in the near-infrared range of the spectrum, are spatially diffuse by

nature and therefore may provide information about epileptic activity-related changes

in cerebral hemodynamics, further away from the electrode. Such sensing is conducted

relatively deep within the brain and requires overcoming the depth limitation of current

non-invasive fNIRS. To overcome this limitation, we have designed and built a novel

implanted fNIRS (ifNIRS) sensor, comprising an anchor bolt and an electrode with

embedded optical fibers, that can replace existing depth electrodes used in stereo-EEG

(SEEG). The integration of optical fibers provides several benefits, including the

elimination of scalp blood flow contamination, deeper penetration for detecting

hemodynamic changes, and reduction of motion artifacts. Despite the clear benefits of

ifNIRS, the optimal design of such a device depends on the optical properties of the

brain, which have not been determined precisely yet, specifically for white matter

(WM). We used Monte Carlo (MC) simulations with varying optical properties to

assess the effect of this variability on the optimal configuration of intracerebral elec-

trodes. Subsequent paragraphs, however, are indented.

2 Methods

Using MCXLAB, a five layered slab MC simulation of light propagation through the

head was constructed. MCXLAB is a MATLAB (MathWorks, Natick, MA, USA)

interfaced version of Monte Carlo eXtreme (MCX) open-source, GPU-accelerated

simulation suite2 and employing a pseudo-random number generator. The five layers -

scalp, skull, CSF, grey matter (GM) and WM - were of a thickness of 6, 8, 4, 10 and

72 mm respectively. The optical properties of the brain were initially set to the values

of the MCXLAB [2] which are based on a study of excised human tissue [3]. Several

locations for emitters and detectors were simulated. Firstly, the commonly used scalp

positioning of both the emitter and detector was simulated at 1, 2, 3, 4 and 5 cm

apart. Secondly, both the emitter and detector were placed near the interior surface of

the skull at 2, 3, 4, 5 cm apart, simulating a bolt position. Finally, an emitter was placed

1, 2, 3, 4 and 5 cm intracerebrally to simulate the electrode, while the detector

remained near the inner surface of the skull to simulate the bolt. Each of these simu-

lations was run with three reduced scattering coefficients (ls’ of 0.85, 2.565 and

6.015 mm−1). The detector’s aperture was a disk 0.6 mm in diameter directed inter-

nally. The emitter was pencil-shaped and directed intracranially when placed on the

scalp and in the skull, and a 2 mm long line-shaped when placed intracranially. 5•107

photons were launched in every simulation. In each simulation, the number of photons

traversing each layer, and the average partial path length (APPL) through each layer

were recorded. The standard for usable measured signal was set at the result of scalp

positioning 3 cm apart.
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3 Results

When compared to a simulation of scalp positioned source and detector at 3 cm dis-

tance, the number of photons detected in a simulation of a skull-bolt positioned emitter

and detector resulted in a >20-fold increase in measured signal at 3 cm distance and

a >4-fold increase at 5 cm. At scalp positioning 3 cm apart 100% and 77% of photons

passed through the scalp and GM respectively. At bolt positioning at all distances, 30–

39% and *100% of photons passed through the scalp and GM respectively. The ratio

of APPL through GM compared to APPL through scalp was 1.6–2.25 for all distances

with scalp positioning, 4.1–6.5 with bolt positioning, and 4.1–8.9 with the electrode

emitter and bolt detector.

The simulation with scalp positioning and with bolt positioning produced similar

results with all scatter coefficients of WM. A substantial difference between simulations

was found with the emitter simulated in the brain and the detector positioned in the

skull. The usable signal was measured up to 3, 4, 5 cm deep for the different ls’ values.

4 Conclusions

The MC simulation demonstrated differences between scalp and intracranial fNIRS in

the measured signal, APPL ratio between GM and scalp and percentage of photons

traversing GM and scalp. These findings suggest an advantage for positioning fNIRS

optodes intracranially. Different scatter coefficients previously reported caused a drop

in measured signal. This was previously demonstrated [4], but will pose a specific

problem with depth electrode seeing as WM has the greatest variability in reported

optical coefficients, soliciting the need for further research to optimize electrode design.

In the future, ifNIRS combined with responsive neurostimulation could be implanted

chronically and used to prevent seizures.)

Acknowledgements. This study was funded by the Israeli Innovation Authority.

References

1. Gonzalez-Martinez, J., et al.: Stereotactic placement of depth electrodes in medically

intractable epilepsy: technical note. J. Neurosurg. 120(3), 639–644 (2014)

2. Fang, Q., Boas, D.A.: Monte Carlo simulation of photon migration in 3D turbid media

accelerated by graphics processing units. Opt. Express 17(22), 20178–20190 (2009)

3. Yaroslavsky, A., Schulze, P., Yaroslavsky, I., Schober, R., Ulrich, F., Schwarzmaier, H.:

Optical properties of selected native and coagulated human brain tissues in vitro in the visible

and near infrared spectral range. Phys. Med. Biol. 47(12), 2059–2073 (2002)

4. Russomanno, E., Kalyanov, A., Jiang, J., Ackermann, M., Wolf, M.: Effects of different

optical properties of head tissues on near-infrared spectroscopy using Monte Carlo

simulations. Adv. Exp. Med. Biol. 1395, 39–43 (2022)

Monte Carlo Simulation of Implanted Intracranial fNIRS 523



Enabling Rapid Multi-locus Transcranial

Magnetic Stimulation with Pulse-Width

Modulation

Heikki Sinisalo1(&), Mikael Laine1, Jaakko O. Nieminen1,

Victor H. Souza1, Matti Stenroos1, Renan H. Matsuda1,2,

Ana M. Soto1, Elena Ukharova1, Tuomas Mutanen1,

Lari M. Koponen1, and Risto J. Ilmoniemi1

1 Department of Neuroscience and Biomedical Engineering, Aalto University,

02150 Espoo, Finland

heikki.sinisalo@aalto.fi
2 Department of Physics, Faculty of Philosophy Sciences and Letters of Ribeirão

Preto, University of São Paulo, Ribeirão Preto, São Paulo 14040-901, Brazil

Abstract. This study explores the use of pulse-width modulation (PWM) to

control stimulation strength of multi-locus transcranial magnetic stimulation

(TMS) device for advanced brain stimulation protocols. Our findings from

healthy volunteers show similarities in the motor responses elicited by PWM

pulses and conventional TMS pulses, with some differences under certain

experimental conditions. These findings suggest that coupling PWM technique

with multi-locus TMS offers a promising alternative to conventional pulses,

enabling more flexible cortical stimulation.

Keywords: Transcranial Magnetic Stimulation � Multi-locus � Pulse-width

Modulation � Waveform � Pulse Sequence � Stimulation Strength

1 Introduction

Transcranial magnetic stimulation (TMS) is a non-invasive brain stimulation method

that is used to diagnose and modulate brain activity, both in basic research and clinical

setting [1]. In TMS, a coil placed on the scalp generates strong magnetic pulses that

induce electric field (E-field) in the cortex, activating neurons. As part of the EU-

funded ConnectToBrain project, our goal is to expand TMS methodology to enable

stimulation of multiple spatially separate cortical targets within the timescale of

ongoing neuronal activity.

Stimulating nearby cortical sites requires physically moving the TMS coil, which

can take a few seconds. Thus, a multi-locus TMS (mTMS) device was constructed,

comprising an array of overlapping coils to electronically manipulate the induced E-
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field patterns [2]. This feature is crucial for expanding the spatial degrees of freedom

with TMS, enabling new stimulation protocols and automated stimulation algorithms.

The ability to generate rapid pulse sequences with the mTMS device for cortical

network stimulation has still been a challenge. Conventionally, the stimulation strength

of each TMS pulse is controlled by adjusting the amount of electric charge stored in a

high-voltage capacitor before releasing it to the stimulation coil. This approach

severely limits the speed at which sequential pulses with different strengths can be

delivered, as large charge adjustments can take several seconds. To overcome this

limitation, we used pulse-width modulation (PWM) to enable stimulation strength

adjustment by exerting specific temporal control over the released current waveform. It

is difficult to predict how the waveform shape influences the evoked brain activity due

to the complexity of the neuronal mechanisms. Thus, we compared PWM and con-

ventional pulses by stimulating the primary motor cortex and measuring the motor

responses evoked by each pulse type.

2 Materials and Methods

The study was approved by the Ethics Committee of the Hospital District of Helsinki

and Uusimaa. We first developed a computer program that models the power elec-

tronics of the mTMS device and turns waveform of a conventional pulse into its PWM

counterpart with minimum average coil current deviation. Then, we tested the PWM

paradigm on six healthy volunteers. For each participant, we stimulated the primary

motor cortex with each pulse type and measured the resting motor threshold

(RMT) and motor evoked potential (MEP) amplitude with five stimulation strength

levels ranging from 105% to 140% RMT. With each pulse type, the RMT was mea-

sured four times using an automated algorithm, and MEP amplitudes 20 times per

stimulation strength level. The experiment was repeated with combinations utilizing 2,

3, and 5 coils of the mTMS coil array to measure if the number of overlapping

waveforms affects the pulse type differences. During the experiments, the subjects

rested on a chair and the motor activity of their hand was measured with surface

electrodes attached to the skin over the abductor pollicis brevis muscle.

After the experiments, we measured the E-fields of all delivered pulses with an in-

house search coil. Pulse stimulation strength was calculated as the peak of the E-field

time integral over the pulse duration. With MEP amplitudes, the stimulation strengths

were scaled relative to the average RMT of the conventional pulse. The RMT and MEP

amplitude data were analyzed separately with linear mixed-effects models. We tested

the effect of pulse type and its interaction with the coil combinations on the stimulation

strengths of pulses at RMT intensity. Similarly, we tested the effect of pulse type and its

interactions with the coil combinations and stimulation strength on log-transformed

MEP amplitudes. Statistical significance was set at p < 0.05.
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3 Results

Preliminary analysis indicated that the motor responses with the pulse types were

similar, but some differences were present at specific experimental conditions. A sta-

tistically significant difference in RMT values was found with the 5-coil combination

(t123 = − 4.55, p < 0.001), where the PWM pulses had 8% higher stimulation strength

than the conventional pulses. With the 5-coil combination, the average relative standard

deviation of RMT values was 4% across the subjects and pulse types. Statistically

significant difference was also found with MEP amplitudes at stimulation strength of

110% RMT with 2-coil (t3261 = − 3.12, p = 0.018) and 3-coil combinations

(t3262 = − 2.82, p = 0.045), where the PWM pulses elicited 28% and 23% greater

MEP amplitudes, respectively. The average relative standard deviations of the log-

transformed MEP amplitudes with the 2-coil and 3-coil combinations were 24% and

22%, respectively, across the subjects, pulse types, and stimulation strengths of around

110% RMT.

4 Discussion

We demonstrated the use of PWM waveforms with the mTMS device to enable

changing the stimulated cortical site with a sub-millisecond delay. Our preliminary

results indicate that the motor responses elicited by the PWM pulses and conventional

pulses were mostly similar. The RMT values were 8% higher with the PWM pulses

when all five coils of the mTMS array were used. However, due to hardware restric-

tions, low strength PWM waveforms were excluded, potentially lowering E-field

strength and inflating the RMT values. The PWM pulses lead to around 25% higher

MEP amplitudes at 110% RMT stimulation strength when using coil combinations

comprising two or three coils. The MEP amplitudes did not differ when using com-

bination of all five coils. A comparative study with single TMS coil, however, found

8% lower RMT with PWM pulses but no dependency between MEP amplitude dif-

ferences and stimulation strength [5]. In summary, the PWM pulse technique provides

a promising alternative to the conventional pulses and, when used together with an

mTMS coil array, enables stimulation of cortical networks in the time scale of ongoing

neuronal activity.
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1 Background

Digital services have increased rapidly during the last decade with the potential to

address challenges relating to accessibility, availability, and costs of healthcare.

Applicability of digital services is currently limited due to heterogenous and low-

quality evidence of their impact. This umbrella review aimed to evaluate the impact of

digital services on the four aspects of healthcare performance. The research question

was: What is the impact of digital services on population health, service costs, and

satisfaction of patients and healthcare professionals?

2 Materials and Methods

A search was performed to Centre for Reviews and Dissemination, Cochrane, Ovid

Medline, Scopus, and Web of Science in June 2022 with total of 790 studies identified.

The methodological quality was assessed. Digital services were identified using a pre-

made definition. The impact of digital services was categorized as no evidence, no

dominance, and mixed and positive.

3 Results

The review included 66 mostly (64%) high quality studies. The impact of digital

services was mixed on population health, with mostly positive impact in some medical

specialties. Impact on costs was mixed, with cost reduction reported in many of the
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studies. Impact on patient satisfaction was positive and mixed on healthcare

professionals.

4 Conclusions

Digital services can be viable options or additions to many healthcare service contexts.

Mixed and potentially positive population health outcomes, high patient satisfaction

and cost savings support wider adoption. Mixed healthcare professional satisfaction

highlights the need study the implementation of digital services. Varied long-term

research is needed to study digital services and their impact mechanisms in healthcare.
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Abstract. This study assesses a 12-week CBT-based digital therapy (DTx) for

Alcohol Use Disorder (AUD) in South Korea, emphasizing digital solutions due

to the growing AUD problem and COVID-19 impact. The DTx, integrating

mobile apps and virtual reality, focuses on improving awareness of alcohol use

triggers and behavioral modification. It includes Motivational Enhancement

Therapy to encourage behavior change. The trial compared DTx against tradi-

tional therapy in 30 AUD patients. Results showed DTx’s superiority in absti-

nence and reduced alcohol consumption, highlighting its potential as an

effective, accessible AUD treatment and a complement to existing methods.

Keywords: Digital Therapeutics � Alcohol Use Disorder � Cognitive

Behavioral Treatment

1 Background

Recently, the growth of the digital healthcare service market is accelerating. The need

to utilize digital software programs in the field of behavioral modification and chronic

diseases is especially being emphasized (Digital Therapeutics Alliance, 2018). In South

Korea, drinking is the number one disease burden factor. Also, the prevalence of

alcohol use disorder (AUD) and the rate of drunk driving accidents are the highest

among the OECD Countries (Korea Health Promotion Institute, 2022). In particular,

due to the influence of COVID-19, alcohol-related deaths exceeded 10 per 100,000

people for the first time in 2020 which highlights that alcohol use (AU) is a serious

social problem (Korea Health Promotion Institute, 2022). Cognitive behavioral therapy

(CBT) is an effective evidence-based treatment for AUD, one of the representative

chronic diseases (Magill et Al., 2019). To improve the AU problem, a CBT-based 12-
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week digital program, combination of mobile application and virtual reality, was

developed.

2 Objective

The safety and effectiveness of CBT-based DTx, targeted toward patients with AUD,

were verified in this exploratory clinical study.

3 Methods

In this study, the CBT-based DTx was designed to improve awareness of cravings and

behavioral processes by identifying the situations and emotions that trigger AU. Fur-

thermore, there was included training content to correct dysfunctional and irrational

thinking patterns for AU and to cope with trigger factors. In addition, Motivational

Enhancement Therapy (MET) was used to enhance the therapeutic effect by promoting

changes in AU behavior with consideration of user’s motivation. From January to

September 2022, an exploratory clinical study was conducted to provide 12 weeks of

treatment to improve addiction in 30 patients diagnosed with AUD. The subjects who

were qualified to the screening assessment were randomly assigned to either the ‘digital

therapy group (DTG)’ or the ‘basic therapy group (BTG)’. DTG had digital therapy

that provides digital content education through mobile application and virtual reality.

Meanwhile, BTG got basic treatment which provides both written and video educa-

tional materials. At the time of 12th week, abstinence from alcohol drinking cessation

and average daily alcohol consumption were evaluated.

4 Results

In the 12th week, the effect of abstinence from alcohol drinking cessation was higher in

the DTG, utilizing the digital therapeutics, compared to the BTG. The DTG showed a

40% abstinence rate in the 12th week, and the BTG showed a 20% abstinence rate. In

addition, the average alcohol consumption per day was 2.7 drinks in the DTG and 4.3

drinks in the BTG which shows a low level of AU in the DTG.

5 Conclusion

Since the COVID-19 pandemic, in-patient treatment for AUD has been continuously

decreasing, and psychosocial services for alcoholics are insufficient compared to other

diseases. DTX is an alternative treatment that can overcome the practical limitations of

existing addiction treatments. The results of this study suggest the potential of

improving clinical effectiveness by supplementing drug and outpatient treatment. The

CBT-based DTx will increase accessibility to alcoholism treatment and can contribute
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to the growth of patient-centered participatory medicine. Also, healthcare workers

could monitor the patient’s daily condition and reflect DTx in the treatment plan.
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1 Background

Digital services (e.g., mobile health applications) have been proposed as a promising

and safe alternative to usual care. However, the implementation of digital services has

been hampered by conflicting results and only moderate- to low-quality evidence [1].

2 Materials and Methods

This rigorous, pragmatic, randomized controlled trial evaluated the short-term effects

of a digital patient journey solution on patient outcomes and health care utilization in

patients with total hip and knee arthroplasty [2]. Randomly assigned patients in the

control group (n = 35) received usual care, while patients in the intervention group

(n = 34) received the digital patient journey solution in addition to usual care. The

primary outcome measure was the health-related quality of life. The secondary out-

come measures included functional recovery, pain, self-efficacy, patient experience,

adherence to fast-track protocol, and health care utilization. Self-efficacy was measured

using an adapted version of the Healthcare Technology Self-Efficacy Scale. Patients

were followed from a pre-operative surgical visit to a post-operative follow-up visit at 6

to 12 weeks after surgery.
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3 Results

During the study, health-related quality of life, functional recovery, pain, adherence to

the fast-track protocol, and healthcare utilization did not differ between the study

groups. However, self-efficacy to use digital health services increased in the inter-

vention group compared to the control group (p = 0.027).

4 Conclusions

Use of the digital patient journey solution was not superior to usual care in terms of

patient-reported outcomes and health care utilization. However, the application

improved patients’ self-efficacy to use digital services, which may lead to greater

demand for such services as patients become more familiar with mobile health appli-

cations. Future research should explore long-term effects and consider patient prefer-

ences in adopting such applications.
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Abstract. This study evaluates the effectiveness of a mobile application

intervention on the fear and pain experienced by preschool children during their

preparation for day surgery and describes how parents and nurses assess chil-

dren’s pain.
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1 Introduction

Around half of all surgical procedures in Finland are conducted as day surgery (DS).

This percentage is expected to increase, as well-planned DS is recommended and cost-

effective for healthcare organizations and families [6, 9]. DS is a short procedure for

children where they are admitted and discharged within a few hours [2]. High-quality

preparation materials and cooperation with the parents are crucial for successful DS.

The number of day surgical procedures in preschool children has increased

worldwide [7]. Due to their stage of development, preschool children tend to experi-

ence more fear related to surgery [8]. Children who experience preoperative fear may

also experience emotional distress and increased pain during hospitalization. This can

lead to more pain after surgery, requiring more medication and slower recovery [4].

Parents play a vital role in preparing and supporting their children during and after DS.

They need to be informed about pain management, including painkillers, to avoid

undermedication and fear of side effects [11]. Tailored pain assessment and treatment

for each child, involving parents and educating them to assess their child’s pain is

crucial [5].
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Digital preparation methods can provide an excellent opportunity for DS prepa-

ration [1, 4]. However, there is a need for more information on effective and client-

oriented interventions that cater to preschool children and their parents. In the past,

research on mobile application interventions aimed at reducing pain has primarily

focused on either older children [3] or children with cancer [10]. The study aimed to

(a) evaluate the effectiveness of a mobile application intervention on the fear and pain

experienced by preschool children during their preparation for DS and (b) describe how

parents and nurses assess children’s pain.

2 Material and Methods

The Randomized Controlled Trial (RCT) was conducted between 2018 and 2020 in a

Finnish university hospital’s pediatric day surgery department. Preschool children (2  

6 years old) who underwent elective DS were randomized into intervention (n = 36)

and control (n = 34) groups when one was prepared using a mobile application while

others received standard preparation. Data was collected using reliable and valid

measures, including FAS (children’s fear), PPPM (children’s pain behavior), WBS and

VAS (children’s pain). The children’s outcomes were measured at four different times:

before and after surgery, measurements were taken at home (T1 and T4, child and

parent), and at the hospital (T2 and T3, child, parent, and nurse).

3 Results

The mobile application intervention did not reduce pain levels in preschool children.

However, the intervention group did experience a decrease in fear levels over time,

while no such change was observed in the control group. Both groups experienced a

decrease in fear levels after the surgery, but only the intervention group showed a

significant decrease, as per the statistical analysis. Parental assessments revealed that

both groups had similar levels of pain, which increased after the surgery. The change

was statistically significant only in the control group. Nurses’ assessments of pain

levels showed no discernible difference between the two groups. However, both groups

experienced a statistically significant increase in pain, as assessed by the nurses, which

was consistent with parental assessments.

4 Discussion

In this study, neither the intervention group nor the control group of children experi-

enced any significant pain before the surgery. This was confirmed by self-assessment of

pain by the children, as well as by assessments provided by nurses and parents.

However, after the surgery, both groups of children experienced an increase in pain,

which was further confirmed by assessments provided by the children, parents, and

nurses. This study demonstrated that preschool children can distinguish between

feelings of pain and fear and can accurately evaluate their pain.
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Digital interventions, such as mobile application intervention, can be an alternative

to traditional preparation methods when preparing preschool children for DS. The

intervention did not increase the child’s pain; in fact, it reduced the fear experienced by

the child throughout the entire day surgery service chain.
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1 Introduction

Neonates are exposed to repeated painful procedures as part of their medical care in

neonatal intensive care unit (NICU) [1]. Recurrent and untreated procedural pain in the

early life can cause immediate physiological instability and, in the long term, to impair

neurological and cognitive development [2]. Therefore, pain assessment and man-

agement have a crucial role in neonatal care [3]. Neonatal pain research has focused on

the use of non-pharmacological pain relief strategies from the viewpoint of nurses, but

research on mother-driven non-pharmacological pain management is still lacking [4, 5].

Skin-to-skin contact (SSC), in which a naked, diaper-dressed neonate is placed on the

mother’s bare chest, has been shown to reduce neonatal pain intensity and behavioral

distress during needle-related procedures [6]. In the SSC the mother herself is a

mediator for pain relief, but not all mothers are always able to be present in the neonatal

intensive care unit and to provide SSC [7]. In recent years, there has been increased

interest in the use of digital solutions to involve mothers in neonatal pain relief, but the

evidence of their effectiveness is mixed [8]. There has also been interest in the use of

technology to assess pain in neonates, including near-infrared spectrometry (NIRS),

alongside pain assessment scales [9].

The aim of this study is to compare the effectiveness of digital solution, so called

digital maternal presence intervention, to skin-to-skin contact and oral glucose for pain

relief in neonates undergoing a heel lance procedure, and to evaluate the use of

technology in pain assessment.
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2 Materials and Methods

This study is a randomized controlled trial with a crossover design, where all neonates

will receive three different interventions in a randomized order during heel lance: 1)

30% oral glucose (standard care), 2) mother’s recorded heart sounds and vibrations

using a nucu™ -multisensory pad + 30% oral glucose (digital maternal presence

intervention) and 3) skin-to-skin contact + 30% oral glucose (live maternal presence

intervention). The study population will consist of neonates (n = 36) born between 32–

42 gestational age (GA) and are under the care in the NICU of the Oulu University

Hospital in 2023–2024.

We hypothesize that 1) digital maternal presence intervention will provide more

effective pain management during heel lance compared to standard care and neonates

will recover more quickly from the procedure; 2) skin-to-skin contact will provide

more effective pain relief compare to digital maternal presence intervention or standard

care, and the neonates will recover from the procedure faster and 3) PIPP-R (Premature

Infant Pain Profile Revised) and NIAPAS (Neonatal Infant Acute Pain Assessment

Scale) pain scores will correlate with changes in physiological variables.

The regional medical research ethics committee of the Wellbeing services county of

North Ostrobothnia has pre-evaluated this research project and issued a statement on it.

3 Results

The primary outcomes are 1) infant’s pain intensity measured following the heel lance

using NIAPAS and PIPP-R; 2) pain-induced changes in physiological variables (heart

rate (HR), oxygen saturation (SpO2), respiratory rate (RR) measured following the heel

lance using patient monitor (Philips IntelliVue MX800) and 3) pain-induced concen-

tration changes of regional cerebral oxygenated-hemoglobin (HbO) measured with

fNIRS (Glymphometer). The secondary outcomes are 1) recovery measured after blood

sampling and 2) correlation between pain scores measured by pain assessment scales

(PIPP-R and NIAPAS) and changes in physiological variables (HR, SpO2, RR) and

concentration changes of oxygenated-hemoglobin.

4 Discussion

This study provides new evidence on the use of digital solutions and parental

involvement in neonatal pain management, as well as the utility of digital measurement

methods in the assessment of neonatal pain. The results of the study can be used in

nursing decision-making when considering the best pain relief method in terms of both

efficiency and parental involvement.
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Abstract. We introduce LUCID, a tissue clearing reagent suitable for patho-

logical diagnosis that we have developed, and HandySPIM, a selective plane

illumination microscope developed with a new concept. These two technologies

enable affordable and convenient three-dimensional imaging of biological

information, and will also make remote three-dimensional pathological diag-

nosis techniques possible in the future.

Keywords: Tissue Clearing Reagent � Selective Plane Illumination

Microscope � Remote 3D Pathology

1 Introduction

LUCID is a tissue-clearing reagent that enables three-dimensional (3D) imaging of

biological specimens. Notably, it offers higher transparency compared to other

reagents, and it allows for immunostaining and nuclear staining. Furthermore, bio-

logical samples cleared with LUCID can be preserved for up to 10 years, making it

suitable for pathological diagnosis. However, 3D imaging requires expensive imaging

equipment, making it impractical for cost-conscious pathological examinations.

2 Materials and Methods

To address this challenge, we developed a compact and user-friendly Selective Plane

Illumination Microscopy (HandySPIM), which uses a 5–20 lm thick glass thin film as

a waveguide to form a two-dimensional sheet of light, serving as the excitation light.
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3 Results

The resolution of HandySPIM in the thickness direction depends on the thickness of

the glass film; a thicker film allows for the verification of three-dimensional structures

without moving the sample. Additionally, the cost of HandySPIM can be as low as

1/30th to 1/50th of that of commercially available SPIMs.

4 Discussion

By combining LUCID and HandySPIM, and further integrating network and infor-

mation processing technologies, remote 3D pathological diagnosis can be achieved at a

low cost. This makes it feasible for implementation even in small hospitals and clinics,

where significant improvements in the accuracy of pathological diagnoses, time

reduction, and cost savings are highly anticipated.
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