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Preface

This book contains contributions of computer scientists, engineers, academicians and

researchers from three different countries and various states of India, who have partic-

ipated in the First International Conference on Advanced Computing, Machine Learn-

ing, Robotics and Internet Technologies (AMRIT 2023), held at Assam University,

Silchar, Assam, India during 10–11 March 2023. The conference focused on four

major thrust areas, viz. Advanced Computing, Machine Learning, Robotics and Internet

Technologies.

Assam University, Silchar is a Central University established by an Act of the Indian

Parliament (Act XXIII of 1989) and came into existence in 1994. Situated in the Barak

Valley of southern Assam, the University is nestled in a sprawling 600-acre campus at

Dargakona, about 23 km from Silchar town. In 2007, Assam University opened a 90-

acre satellite campus at Diphu in the Karbi Anglong Hills District of Assam, thereby

making quality higher education accessible to a wider section of society. With student

strength about 5000 on both campuses, the University is a veritable melting pot of diverse

communities, ideas and creativity. There are 43 postgraduate departments under 16

schools of study on the Silchar campus and 10 departments on the Diphu campus, offering

a wide range of programmes geared towards equipping students and research scholars

with knowledge, skills, experience and confidence. Apart from the two campuses of the

University, there are 73 affiliated and permitted colleges in the five districts of south

Assam, which together constitute the jurisdiction of Assam University. Besides, there

are several Centres of Study in the University dedicated to research of high quality.

The Department of Computer Science was established in July 1997. The Department

offers a 5-year integrated course leading to the Degree of M. Sc. in Computer Science.

Provision exists for lateral exit and entry. The Department also offers a 2-year M. Sc. in

Computer Science and a Ph. D. Programme. The thrust areas of the Department are Arti-

ficial Intelligence, Machine Learning, Natural Language Processing, Image Processing,

Data Science, Soft Computing Techniques, Computer Networks and Security, Computer

Architecture and Algorithms. The placement pattern of the passed-out students has been

encouraging. Alumni of the Department of Computer Science of Assam University are

now to be found in organisations such as IBM, TCS, Infosys, Oracle, HCL, WiproTech,

Cognizant and many others including educational and research institutions in India and

abroad.

AMRIT 2023 was the First International Conference in the Department of Computer

Science. The conference aimed to gain significant interest among researchers, academi-

cians, professionals and students in the region, covering topics of Computer Science and

its current trends of research. AMRIT 2023 brought together researchers, educators, stu-

dents, practitioners, technocrats and policymakers from academia, government, industry

and non-governmental organizations and provided a platform for research collaboration,

networking and presentation of recent research findings in the fields of Computer Science

and allied subjects.
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This event was a part of the Silver Jubilee Celebration of the Department. The Depart-

ment has been providing a remarkable service to the region for the last 25 years and has

reached a prestigious milestone with many achievements and remarkable success. The

Department has successfully organised many national and regional programmes in the

recent past on various research topics. The Department witnessed a grand National Con-

ference, CTCS 2010, with funding from prestigious organisations like such as, DIT

(now MeiTY), DoNER etc. In the recent past the research work in the Department in

various thrust areas has touched a new level. The first International Conference AMRIT

2023 has initiated the journey to further heights. Five keynote addresses by reputed

academicians, five high-quality invited talks by academicians and scientists from ISRO

and BARC, one tutorial, technical sessions, poster presentations and industry-academia

interactions were part of the conference. The participants and attendees of the confer-

ence came from Australia, the Philippines, Malaysia, Bangladesh and from different

nationally reputed universities and organisations. Paper presenters, research scholars

and student participants attend the conference both in physical and in virtual mode.

In the conference, a total of one hundred and ten papers were received, out of which

forty-seven papers were accepted provisionally for this book volume. The review process

was a single-blind peer review model. A total of 42 reviewers reviewed the papers with

an average of 2–3 papers per reviewer. The reviewers were from various institutes and

organisations with very high academic repute. The papers selected for the book volume

were presented during the conference by the respective authors. The contents of the

forty-seven papers are of high quality and cover new areas of Computer Science and

allied subjects. The primary distinguishing features of this book are the latest novel

research in the theme areas of the conference. This book contains systematic material

for understanding the latest trends in Computer Science research and various challenging

issues of Computer Science research and their solutions. We hope that this book volume

will provide a valuable resource to the growing research community in the field of

Computer Science.

The First International Conference on Advanced Computing, Machine Learning,

Robotics and Internet Technologies (AMRIT 2023) at Assam University, Silchar was

supported by SERB, Department of Science and Technology (DST), Govt. of India, Oil

and Natural Gas Corporation, Silchar Asset, India and Assam University, Silchar, India.
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Neoteric Frontiers in Cloud, Edge,

and Quantum Computing (Keynote)

Rajkumar Buyya1,2

1 Cloud Computing and Distributed Systems (CLOUDS) Lab,

University of Melbourne, Australia
2 Manjrasoft Pvt Ltd., Melbourne, Australia

Abstract. Computing is being transformed into a model consisting of

services that are delivered in a manner similar to utilities such as water,

electricity, gas, and telephony. In such a model, users access services

based on their requirements without regard to where the services are

hosted or how they are delivered. The cloud computing paradigm has

turned this vision of “computing utilities” into a reality. It offers infras-

tructure, platform, and software as services, which are made available to

consumers as subscription-oriented services. Cloud application platforms

need to offer.

(1) APIs and tools for rapid creation of elastic applications and

(2) A runtime system for deployment of applications on geographically

distributed Data Centre infrastructures (with Quantum computing

nodes) in a seamless manner.

The Internet of Things (IoT) paradigm enables seamless integra-

tion of the cyber-and-physical worlds and opens opportunities for cre-

ating new classes of applications for domains such as smart cities,

smart robotics, and smart healthcare. The emerging Fog/Edge comput-

ing paradigms support latency-sensitive/real-time IoT applications with

a seamless integration of network-wide resources all the way from Edge

to the Cloud.

This keynote presentation covers:

(a) 21st-century vision of computing and identifies various IT paradigms

promising to deliver the vision of computing utilities;

(b) Innovative architecture for creating elastic Clouds integrating edge

resources and managed Clouds;

(c) Aneka 5G, a Cloud Application Platform, for rapid development of

Cloud/Big Data applications and their deployment on private/public

Clouds with resource provisioning driven by SLAs;

(d) A novel FogBus software framework with Blockchain-based data-

integrity management for facilitating end-to-end IoT-Fog/Edge-

Cloud integration for execution of sensitive IoT applications;
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(e) Experimental results on deploying Cloud and Big Data/IoT appli-

cations in engineering, health care (e.g., COVID-19), deep learn-

ing/Artificial intelligence (AI), satellite image processing, and nat-

ural language processing (mining COVID-19 research literature for

new insights) on elastic Clouds;

(f) QFaaS: A Serverless Function-as-a-Service Framework for Quantum

Computing; and

(g) Directions for delivering our 21st-century vision along with pathways

for future research in Cloud and Edge/Fog computing.
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Abstract. Smart Agriculture is gradually becoming a blessing for mankind. It

is very much efficient to mitigate food scarcity as well as minimize farmers’

efforts to produce sufficient food. Crop recommendation is one area which is

helping the farmers to choose the best crop for a particular soil and climate. This

study compares various machine learning techniques, including “Random Forest”

(RDMFR), “Decision Tree” (DCTR), K Nearest Neighbor (KNNB), Radial Basis

Function Support Vector Machine (RBFSVMN) and Radial Basis Function Neu-

ral Network (RBFNUNT) for recommending crops. Our objective is to check that

potato and onion crops are suitable for a given soil and climate or not. We had

checked the type of soil depending on “Nitrogen” (N), “Phosphorus” (P), “Potas-

sium” (K), temperature, rainfall and moisture sensor data. An assessment of the

performance of an machine learning (MLRN) classifier model is conducted using

hybrid K cross-validation. Comparative examination of the entire system has been

performed with the previous existing system.

Keywords: Smart agriculture · NPK · Crop recommendation · RBFNUNT ·

DCTR · Stratified K-Fold

1 Introduction

Agricultural operations and farms today are very different from their predecessors

decades ago due to technological advancements in the forms of sensors, gadgets, machin-

ery, and information technology. Soil temperature, robotic and Soil dampness sensors,

aerial imaging, high-frequency navigation system (GPS), and a variety of specialized

internet of things (IoT) devices are just a few of the high-tech tools used in modern agri-

culture [1]. Businesses and farmers may operate more successfully, safely, financially,

and sustainably with the aid of these cutting-edge agricultural technologies. The devel-

opment of digital agriculture and the associated technology that underpin it has opened

up several new knowledge opportunities [2, 3]. A complete farm can be connected with

remote sensors, cameras, and other devices gathering data around-the-clock as men-

tioned in [4, 5]. These devices will monitor variables such as temperature, humidity,
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and plant health [6, 7]. A vast amount of information will be produced by these sensors.

Thanks to new technology farmers may get a lot better understanding of the state of

things on the ground. A series of remote sensors gather information about the envi-

ronment. This information is processed into algorithms and statistical data that farmers

can use to manage their fields and make decisions accordingly. Crop recommendations

in precision farming depend on a number of factors, including temperature, soil type,

soil moisture, soil nutrients, rainfall, etc. MLRN models can recommend crops based on

environmental, soil, and geographic factors. A difficult task is choosing a certain crop for

a given season, place, and year. Although there have been a lot of earlier studies on this

crop recommendation topic [8, 9], the systems still have some flaws in terms of making

reliable predictions. Such as potato crops that depend on soil type and fluctuations in

the value of soil nutrients is a great research field for optimizing crop recommendation

process. One of the most recent studies on soil-based sensors for potato crops makes

use of fertilizers to anticipate the outcome of the crop utilizing N, P, and K fertilizers

[10]. The idea is for farmers to use these technologies to choose better fields in order to

reach their goal of an improved crop. This analysis intends to improve the accuracy of

the current crop recommendation system for potato crops based on climatic factors and

soil nutrients. A traditionally, raw data are divided into training and testing is not the

most effective way to evaluate model performance. Therefore, K-fold cross-validation

is used in this paper as part of a hybrid methodology to train and test the dataset. Follow-

ing is how the entire paper is structured: The problem statement and goal of this work

are briefly introduced in Sect. 1, the existing research is described in Sect. 2, and the

recommended methodology is covered in Sect. 3. In Sect. 4, an experimental outcomes

and a comparison of various classifier methods are provided. Section 5 final discussion

discusses the result.

2 Related Work

2.1 Crop Suggestions Based on Soil Series Using Machine Learning

Rahman et al. created a model or method that will enable us to classify the soil and

foresee the crops that will thrive there [11]. Data on soil and crops are also used. A Soil

class is determined by an MLRN-based classifier as “Support Vector Machine (SVM)”.

2.2 Crop Recommendation System Based on Soil Analysis using Classification

Method

Mariappan et al. created a model based on soil metrics, recommended fertilisers, and

datasets that will enable to predict the best crop for a particular type of soil [12]. A list

of suitable crops is provided by the proposed system, which maps soil and crop data.

The “K nearest neighbour (KNNB)” based controller receives the various inputs from

it.
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2.3 Recommendation of Suitable Crops and Fertilizers Using Machine Learning

The “best-suited crops” for a certain region are suggested by the MLRN model, according

to a paper by Jha. et al. [13]. The performance of different MLRN algorithms, such as

“Naive Bayes (NVBS)”, “Bayes Net (BN)”, “Logistic Regression (LGRS)”, “Multi-

Layer Perceptron (MLPTR)”, and RDMFR, is assessed based on both soil classification

and crop recommendations for a given soil, using weighted “ROC”, “True Positive”,

“False Positive”, accuracy, and recall.

2.4 Machine Learning-based Crop Suggestions and Soil Classification

A technique for classifying soils according to their amounts of macro and micronutrients

was proposed by Saranya, et al. [14]. Forecasting the kinds of crops that could be

produced there was done using this approach. Four algorithms KNNB, Bagged Tree,

SVM, and LGRS were used. Above all the methods, SVM offers the soil’s average

accuracy.

2.5 IoT and Machine Learning-Based Crop Recommendation

An IoT-based approach for analysing soil parameters in this model has been presented

by Gosai, et al. [15]. The data gathered by these sensors will be saved by the microcon-

troller, who will then analyse it using a variety of machine learning techniques, including

RDMFR and SVM.

2.6 A Machine Learning-Based Intelligent System as AgroConsultant for Crop

Recommendation

A suggestion system and improved yield prediction were proposed by Doshi, et al. [16].

Based on a variety of environmental and geographic factors, the model gives farmers

information on crops. To assess the precision of soil categorization, three algorithms are

used: KNNB, DCTR, and Neural Network (NUNT). Over another MLRN algorithm,

the NUNT technique yields the results that are the most accurate.

2.7 Using Machine Learning, Categorize Soil to Determine Which Crops will

Thrive There

A system based on image processing was proposed by Jangir, et al. [17], in which soil

sample digital images were processed by manipulating a “convolutional neural network

(CNN)” to identify the soil sample’s appropriateness for a certain crop. The CNN’s goal

was to suggest acceptable crops for evaluating the appearance of the soil samples.

2.8 Using Machine Learning, a System for Recommending Crops that uses

an Ensemble Model and Majority Voting

The precision agricultural model was proposed by Pudumalar et al. [18]. An ensemble

recommendation system is employed utilising “Random Tree”, “CHAID”, “KNNB”, and
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NVBS as learners with a majority voting method. Bagging is the most accurate method

for yield prediction since it has the lowest mean absolute error and error deviation among

the techniques listed above.

Further research is being done on crop prediction by soil analysis utilizing different

MLRN algorithms all year long [19–21] and reaching varied probabilities.

3 Methodology

The suggested strategy lessens the constraints of earlier work by exhibiting varied levels

of crop prediction accuracy. The literature review in Sect. 2 makes it obvious that ML

classifier algorithms are widely used in research to address the issue of crop recommen-

dation through soil analysis. Nevertheless, there is room for improvement in the prior

research’ error rate, accuracy, precision, and recall score. During preprocessing, a large

dataset may have contained numerous samples that were repeated; this circumstance

did not automatically disappear after training the dataset. When the output is inaccurate

despite the model scoring 100%, there is a problem. As a result, the model is overfitted

by the higher accuracy score. This can be called as overfitting situation [22, 23]. The

recent work has been done to address the issue of overfitting for different dataset issues

[24–26]. As a solution to the current issue, the proposed methodology uses “K-fold”

“Stratified K-Fold” cross-validation [27, 28]. For recommendation of suitable crops, the

experiment has been done with two crops potato and onion. The structure of the “K-fold

cross-validation” is shown in the Fig. 1.

Fig. 1. Grid Search Architecture of 10 K-fold Cross Validation

The grid search architecture for the 10 K-fold cross-validations in Fig. 1 shows how

data will be split into training and testing by applying 10 folds. Where k smaller clusters

(k-1) are created by halving the training set. The effectiveness of the “Stratified K-Fold”

is measured using the classical mean square error (CMSE) given in Eq. (1).

CMSE =

(

1

n

)

∗

∑

(yi − f (xi))
2 (1)
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In the Eq. (1), n is the complete count of findings, yi is the response weight of ith

finding and f(xi) is the predicted weight of ith finding. K equal-sized groups is randomly

selected from a dataset, in which one group is selected as holdout cluster and remaining

K-1 cluster is fitted in the model. Calculation of overall test MSE is evaluated using

Eqs. (2).

TMSE =

(

1

K

)

∗

∑

CMSEi (2)

In the Eqs. (2), K is the number of folds, CMSEi is the TMSE on ith steps.

The dataset has been collected from an online repository prepared by “AI Predictor

App” [29]. The Table 1 indicates the dataset of the crop recommendation.

Table 1. Dataset crop recommendation

N P K Temperature Rainfall PH Crops

23.63 72.3 27.32 20.65 68.45 6.39 Potato

27.98 79.6 23.11 15.66 56.05 5.20 Potato

19.02 42.4 19.13 22.32 82.17 6.40 Onion

18.17 40.1 21.30 14.39 77.91 6.58 Onion

The outliers, null values, and negative values in the dataset were first eliminated

in the preprocessing module. Afterwards a feature value and label value have been set

following a features extraction. Potato and onion are the label value in this instance. The

target labels are encoded with a value between 0 and n (classes-1) using the label encoder

[30]. Where “x” is the feature set and “y” is the target variable. Then the dataset has been

divided into training and testing groups with a size-to-ratio of 7:30. Then, for each sample

data “x”, the data for the training variable and testing variable are standardized using

the standard scaler [31]. Using Eq. (3), the standard scaler score of “x” is determined.

scaler =

(x − m)

std
(3)

In the Eq. (3), x is the data sample, m is the training sample’s average and std is the

normative variation. Figure 2 shows the flow diagram for K-fold cross-validation.

In the Fig. 2 each MLRN classifier algorithm such as RDMFR, DCTR, NVBS,

KNNB, SVM, RBFSVMN, RBFNUNT, Quadratic Discriminant Analysis (QDA),

LGRS, and polynomial SVM (POSVM) cross-validation are carried out using K-fold

“Stratified K-Fold”. The dataset parameter was cross-validated using K-fold validation,

where K is how many times the dataset parameter would be folded. K-1 of the folds are

used to train the MLRN model on the data. On the remaining portion of the data, the

MLRN findings are verified. It is used as a test set of data to gauge how well the model

performs.
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Fig. 2. Crop recommendation dataset splitting training and test with K- fold cross validation data

flow diagram

4 Experimental Results and Analysis

The overall experimental setup has been conducted on “Google Colaboratory Notebook”

using Python 3.10. The “scikit-learn = 1.2.1” package has been installed using the com-

mand “pip install scikit-learn = = 1.2.1” for importing the various libraries of the MLRN

classification model for manipulation [32]. After installing the “scikit-learn” package and

importing all its necessary libraries such as (“accuracy_score”, “roc_auc_score”, “clas-

sification_report”, “cross_validate” etc.), the dataset has been loaded and converted to

a “.csv” to extract the data into a “Pandas data frame”. Then recognize the datatype,

expected feature set, missing value, and target value. Data rows that have missing values

are excluded during data cleaning. During the preprocessing of the data the label value

has been specified as [1 for Potato and 0 for onion] using the string encoder library

as “LabelEncoder”, and the feature input variables has been specified as [Temperature,

Humidity, Rainfall, PH, N, P, and K]. During data preprocessing, the sample features

relationship is measured between each other. This includes temperature, rainfall, PH, N,

P, and K using the “Seaborn matplotlib” “correlation heatmap” library for visualization.

This experimental environment can also be set up on a local computer machine using the

same Python configuration and the “Jupyter Notebook” platform. Table 1 displays the

dataset of crop recommendation. The dataset contains a total of 13917 samples rows. The

correlation visualization among all the sample feature variables for the class of potato

and onion crops is shown in Fig. 3.

In the Fig. 3 correlations between features of a sample variables are used to determine

how strong the relationship is between numeric values in the sample. Then feature set

variables can be extracted based on this relationship. Various MLRN classifier methods
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Fig. 3. Sample features data values comparison for onion and potato

(such as DCTR, RDMFR, RBFNUNT, KNNB, etc.) are inserted to the list for cross-

validation and training data. In Table 2, the training parameter for the model is shown.

Table 2. Experimental parameter for various classifier model

Classifier Model Experimental Parameter

RBFSVMN Gamma = 0.3, Penalty error term (C) = 1.0, Kernel = rbf

DCTR “max_depth” = 2

RDMFR “max_depth” = 2, “n_estimators” = 10, “max_features” = 6

RBFNUNT “num_of_classes” = 2, k = 100

Linear SVM Kernel = “linear”, C = 0.025

POSVM Kernel = “poly”, Degree = 3, Gamma = “auto”

KNNB “n_neighbors” = 3
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The rest of the classifier parameters (LGRS, NVBS, Bernoulli NVBS, and QDA)

are set with its default parameter. For cv (K) equal to 7, 10, and 12, “K fold cross-

validation” has been performed on the training data. This indicates that the MLRN

classifier model has undergone numerous cross-validations during training. The first

experiment, which used K = 7, resulted in an average accuracy score for the RDMFR,

DCTR and RBFNUNT models of 98.35%, a “precision” score of 0.9815, a “recall” score

of 0.9723, an “F1” score of 0.9783, and a “ROC” score of 0.9876. Similar to the K =

10 RDMFR, DCTR, and RBFNUNT models, the average accuracy score was evaluated

as 98.93%, with scores for “precision” 0.9825, “recall” 0.9773, F1 0.9793, and “ROC”

0.9915. The training data was tested using K = 12 “cross-validation” after K = 10 fold

“cross-validation”, and the MLRN classifier outperformed K = 7 and 10 in terms of

performance. The Table 3, Table 4 and Table 5 list the comparative performance of the

MLRN classifiers at K = 7-fold, K = 10-fold, and K = 12-fold cross-validations.

Table 3. K = 7-fold cross validation classification model performance report

Classifier Accuracy Precision Recall F1 ROC

RBFSVMN 99.59 0.99 0.99 0.99 0.99

DCTR 99.48 0.99 0.99 0.99 0.99

RDMFR 99.51 0.99 0.99 0.99 0.99

RBFNUNT 98.87 0.99 0.98 0.99 0.99

Linear SVM 99.09 0.99 0.98 0.99 0.99

POSVM 99.40 0.99 0.99 0.99 0.99

LGRS 99.25 0.99 0.99 0.99 0.99

NVBS 98.48 0.99 0.97 0.98 0.98

Bernoulli NVBS 98.15 0.99 0.96 0.98 0.98

QDA 98.48 0.99 0.97 0.98 0.98

KNNB 99.34 0.99 0.98 0.99 0.99

The visualization graph of the various MLRN classification comparative analysis

report at K = 12-fold is shown in Fig. 4. The y-axis represents the performance rate

of the classifier algorithms for the different classification reports parameters, including

accuracy, recall, precision, F1, and ROC score. The x-axis represents the list of classifier

methods. Table 5 and Fig. 4 shows that, after K 12-fold cross-validation, the MLRN

model RBFNUNT with the highest score 99.87 outperform the other MLRN models.

The average accuracy rate of the above classification models was determined to be

99.18% using K12-fold cross-validation.

From the above experiment and analysis, applied classifier models are overly similar

to each other. But the working principle of this model is different. As discussed in

Sects. 2 and 3 several classifiers have been used to the crop recommendation system, but

still have shortcomings based on model performance and overfitting. As an example, in

the case of the RDMFR classifier, it is used to merge numerous models. This means it
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Table 4. K = 10-fold cross validation classification model performance report

Classifier Accuracy Precision Recall F1 ROC

RBFSVMN 99.55 0.99 0.99 0.99 0.99

DCTR 99.50 0.99 0.99 0.99 0.99

RDMFR 99.35 0.99 0.98 0.99 0.99

RBFNUNT 98.67 0.99 0.97 0.98 0.99

Linear SVM 99.18 0.99 0.98 0.99 0.99

POSVM 99.41 0.99 0.99 0.99 0.99

LGRS 99.20 0.99 0.99 0.99 0.99

NVBS 98.21 0.99 0.96 0.98 0.98

Bernoulli NVBS 98.15 0.99 0.96 0.98 0.98

QDA 98.53 0.99 0.97 0.98 0.98

KNNB 99.45 0.99 0.98 0.99 0.99

Table 5. K = 12-fold cross validation classification model performance report

Classifier Accuracy Precision Recall F1 ROC

RBFSVMN 99.60 0.99 0.99 0.99 0.99

DCTR 99.50 0.99 0.99 0.99 0.99

RDMFR 99.53 0.99 0.99 0.99 0.99

RBFNUNT 99.87 0.99 0.99 0.99 0.99

Linear SVM 99.20 0.99 0.99 0.99 0.99

POSVM 99.44 0.99 0.99 0.99 0.99

LGRS 99.29 0.99 0.99 0.99 0.99

NVBS 98.46 0.99 0.99 0.99 0.98

Bernoulli NVBS 98.15 0.99 0.99 0.99 0.98

QDA 98.53 0.99 0.99 0.99 0.98

KNNB 99.46 0.99 0.99 0.99 0.99

creates a subset of DCTR and its outcomes are based on the majority ranking. However,

DCTR recursively splits the data into subsets. So overfitting problems can arise in some

algorithms, such as DCTR, RBFSVMN, LGRS, Linear SVM, QDA, and POVSVM. So

applying “Stratified K-Fold” cross-validation techniques can reduce issues of recurrence

of overfitting. The overall system comparative analysis has been discussed in Table 6.

Table 6 shows the results of a comparison between the proposed system and the

previous existing systems, taking into account factors such as the Hybrid Validation

Technique, Comparative Evaluation of Different MLRN Classifiers, Classification of
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Fig. 4. Comparative classification report of MLRN at K12-fold cross validation

Soil NPK Values, Low Cost, and Optimized Prediction. By addressing the flaws in the

earlier work, the proposed system improved results. Additionally, “Stratified K-Fold”

cross-validation has been used to optimize the accuracy rate of the suggested system

MLRN (RBFSVMN, DCTR, RDMFR, and RBFNUNT) models.
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Table 6. Comparative analysis based on system performance with prior working system.

Reference Hybrid

validation

technique

Comparative

evaluation of

different MLRN

classifiers

Soil NPK

values

measured

Low cost Optimized

prediction

[10] No No No Yes KNNB (90.00)

[13] No Yes Yes No No

[15] No Yes Yes No XGBoost

(99.31)

Proposed

System

Yes Yes Yes Yes RBFNUNT

(99.87)

5 Conclusion

In the suggested methodology, a crop recommendation has been performed after apply-

ing multiple MLRN algorithms like DCTR, RDMFR, RBFSVMN and RBFNUNT to

determine whether a given soil nutrient is acceptable for potato and onion crops. The

average score from the MLRN model was 99.18%, which is higher than that of another

existing system. The MLRN model dataset has undergone K-fold cross-validation with

K = 7, 10, and 12 to combat the overfitting issue and assess correct prediction. Where

the model performs better with K = 12 fold. The proposed system outperforms the total

system comparison analysis with another earlier existing system. According to the find-

ings and analysis it can be seen that the classical classification MLRN model performed

better on the small-size dataset for crop recommendation, and RBFNUNT performance

was better than the other existing classification models. In the crop recommendation

problem due to a lack of understanding of weather variance, various crop types, and

soil nutrients create challenges to classify which type of crop will grow in a particular

geographical location with a specific time or season and RBFNUNT can face sensitivity

related to the dimensionality of data and required the initial set of neurons and basic

functions. So, using some hybrid methodology like RDMFR model with another neural

network model can optimize the crop recommendation system. This can be developed

in future work by utilizing IoT and MLRN, and predictions may be made based on

real-time data acquired for the same potato, and onion crops including tomato.

References

1. Gaikwad, S.V., Vibhute, A.D., Kale, K.V., Mehrotra, S.C.: An innovative IoT based system

for precision farming. Comput. Electron. Agric. 187, 106291 (2021). https://doi.org/10.1016/

j.compag.2021.106291

2. Jaiganesh, S., Gunaseelan, K., Ellappan, V.: IOT agriculture to improve food and farming tech-

nology. In: 2017 Conference on Emerging Devices and Smart Systems (ICEDSS), pp. 260–

266. IEEE, Mallasamudram, Tiruchengode, India (2017). https://doi.org/10.1109/ICEDSS.

2017.8073690

https://doi.org/10.1016/j.compag.2021.106291
https://doi.org/10.1109/ICEDSS.2017.8073690


12 R. K. Kasera et al.

3. Lampridi, M., et al.: The cutting edge on advances in ICT systems in agriculture. In: The 13th

EFITA International Conference. p. 46. MDPI (2022). https://doi.org/10.3390/engproc20210

09046

4. Reddy Maddikunta, P.K., et al.: Unmanned aerial vehicles in smart agriculture: applications,

requirements, and challenges. IEEE Sensors J. 21, 17608–17619 (2021). https://doi.org/10.

1109/JSEN.2021.3049471

5. Mekala, M.S., Viswanathan, P.: A novel technology for smart agriculture based on IoT with

cloud computing. In: 2017 International Conference on I-SMAC (IoT in Social, Mobile,

Analytics and Cloud) (I-SMAC), pp. 75–82. IEEE, Palladam, Tamilnadu, India (2017). https://

doi.org/10.1109/I-SMAC.2017.8058280

6. Granwehr, A., Hofer, V.: Analysis on digital image processing for plant health monitoring.

JCNS. 1, 5–8 (2021). https://doi.org/10.53759/181X/JCNS202101002

7. Wang, S., Qi, P., Zhang, W., He, X.: Development and application of an intelligent plant

protection monitoring system. Agronomy 12, 1046 (2022). https://doi.org/10.3390/agrono

my12051046

8. S, B.K., Parvathi, R.: Crop recommendation system by artificial neural network. Review

(2021). https://doi.org/10.21203/rs.3.rs-874525/v1

9. Madhuri, J., Indiramma, M.: Artificial neural networks based integrated crop recommendation

system using soil and climatic parameters. IJST. 14, 1587–1597 (2021). https://doi.org/10.

17485/IJST/v14i19.64

10. Amkor, A., El Barbri, N.: Artificial intelligence methods for classification and prediction of

potatoes harvested from fertilized soil based on a sensor array response. Sens. Actuators A

349, 114106 (2023). https://doi.org/10.1016/j.sna.2022.114106

11. Rahman, S.A.Z., Chandra Mitra, K., Mohidul Islam, S.M.: Soil classification using machine

learning methods and crop suggestion based on soil series. In: 2018 21st International Confer-

ence of Computer and Information Technology (ICCIT), pp. 1–4. IEEE, Dhaka, Bangladesh

(2018). https://doi.org/10.1109/ICCITECHN.2018.8631943

12. Mariappan, A.K., Madhumitha, C., Nishitha, P., Nivedhitha, S.: Crop recommendation system

through soil analysis using classification in machine learning. IJAST. 29, 12738–12747 (2020)

13. Jha, G.K., Ranjan, P., Gaur, M.: A machine learning approach to recommend suitable crops

and fertilizers for agriculture. In: Mohanty, S.N., Chatterjee, J.M., Jain, S., Elngar, A.A.,

Gupta, P. (eds.) Recommender System with Machine Learning and Artificial Intelligence,

pp. 89–99. Wiley (2020). https://doi.org/10.1002/9781119711582.ch5

14. Saranya, N., Mythili, A.: Sri shakthi institute of engineering and technology: classification of

soil and crop suggestion using machine learning techniques. IJERT 09, IJERTV9IS020315

(2020). https://doi.org/10.17577/IJERTV9IS020315

15. Gosai, D., Raval, C., Nayak, R., Jayswal, H., Patel, A.: Crop recommendation system using

machine learning. IJSRCSEIT 7, 558–569 (2021). https://doi.org/10.32628/CSEIT2173129

16. Doshi, Z., Nadkarni, S., Agrawal, R., Shah, N.: AgroConsultant: intelligent crop recommen-

dation system using machine learning algorithms. In: 2018 Fourth International Conference

on Computing Communication Control and Automation (ICCUBEA), pp. 1–6. IEEE, Pune,

India (2018). https://doi.org/10.1109/ICCUBEA.2018.8697349

17. Jangir, Y., Goyal, T., Kandari, S., Husain, A.: Soil classification and crop prediction using

machine learning. In: Mehra, R., Meesad, P., Peddoju, S.K., Rai, D.S. (eds.) Computational

Intelligence and Smart Communication, pp. 16–21. Springer Nature Switzerland, Cham

(2022). https://doi.org/10.1007/978-3-031-22915-2_2

18. Pudumalar, S., Ramanujam, E., Rajashree, R.H., Kavya, C., Kiruthika, T., Nisha, J.: Crop

recommendation system for precision agriculture. In: 2016 Eighth International Conference

on Advanced Computing (ICoAC), pp. 32–36. IEEE, Chennai, India (2017). https://doi.org/

10.1109/ICoAC.2017.7951740

https://doi.org/10.3390/engproc2021009046
https://doi.org/10.1109/JSEN.2021.3049471
https://doi.org/10.1109/I-SMAC.2017.8058280
https://doi.org/10.53759/181X/JCNS202101002
https://doi.org/10.3390/agronomy12051046
https://doi.org/10.21203/rs.3.rs-874525/v1
https://doi.org/10.17485/IJST/v14i19.64
https://doi.org/10.1016/j.sna.2022.114106
https://doi.org/10.1109/ICCITECHN.2018.8631943
https://doi.org/10.1002/9781119711582.ch5
https://doi.org/10.17577/IJERTV9IS020315
https://doi.org/10.32628/CSEIT2173129
https://doi.org/10.1109/ICCUBEA.2018.8697349
https://doi.org/10.1007/978-3-031-22915-2_2
https://doi.org/10.1109/ICoAC.2017.7951740


Comparative Analysis of Different Machine Learning 13

19. Motwani, A., Patil, P., Nagaria, V., Verma, S., Ghane, S.: Soil analysis and crop recom-

mendation using machine learning. In: 2022 International Conference for Advancement in

Technology (ICONAT), pp. 1–7. IEEE, Goa, India (2022). https://doi.org/10.1109/ICONAT

53423.2022.9725901

20. Garanayak, M., Sahu, G., Mohanty, S.N., Jagadev, A.K.: Agricultural recommendation system

for crops using different machine learning regression methods. Int. J. Agri. Environ. Inf. Syst.

12, 1–20 (2021). https://doi.org/10.4018/IJAEIS.20210101.oa1

21. Chakraborty, A.P., Kumar, S.A., Pooniwala, O.R.: Intelligent crop recommendation system

using machine learning. In: 2021 5th International Conference on Computing Methodologies

and Communication (ICCMC), pp. 843–848. IEEE, Erode, India (2021). https://doi.org/10.

1109/ICCMC51019.2021.9418375

22. Salam, M.A., Taher, A., Samy, M., Mohamed, K.: The effect of different dimensionality

reduction techniques on machine learning overfitting problem. IJACSA 12, (2021). https://

doi.org/10.14569/IJACSA.2021.0120480

23. scikit, learn: Underfitting vs. Overfitting. https://scikit-learn.org/stable/auto_examples/

model_selection/plot_underfitting_overfitting.html. Accessed 10 Feb 2023

24. Kahloot, K.M., Ekler, P.: Algorithmic splitting: a method for dataset preparation. IEEE Access.

9, 125229–125237 (2021). https://doi.org/10.1109/ACCESS.2021.3110745

25. Joseph, V.R.: Optimal ratio for data splitting. Stat. Anal. 15, 531–538 (2022). https://doi.org/

10.1002/sam.11583

26. Joseph, V.R., Vakayil, A.: SPlit: an optimal method for data splitting. Technometrics 64,

166–176 (2022). https://doi.org/10.1080/00401706.2021.1921037

27. scikit, learn: Cross-validation: evaluating estimator performance. https://scikit-learn.org/sta

ble/modules/cross_validation.html. Accessed 10 Feb 2023

28. Xu, Y., Goodacre, R.: On splitting training and validation set: a comparative study of cross-

validation, bootstrap and systematic sampling for estimating the generalization performance

of supervised learning. J. Anal. Test. 2, 249–262 (2018). https://doi.org/10.1007/s41664-018-

0068-2

29. Chittupalli, S., Pande, S., Shah, T., Shirke, S., Shah, K.: AI-Based_Crop-Predictor_App.

https://github.com/shan515/AI-Based_Crop-Predictor_App/tree/main/dataset. Accessed 10

Feb 2023

30. scikit, learn: sklearn.preprocessing.LabelEncoder. https://scikit-learn.org/stable/modules/gen

erated/sklearn.preprocessing.LabelEncoder.html. Accessed 10 Feb 2023

31. scikit, learn: sklearn.preprocessing.StandardScaler. https://scikit-learn.org/stable/modules/

generated/sklearn.preprocessing.StandardScaler.html. Accessed 2 Oct 2023

32. scikit, learn: Installing scikit-learn. https://scikit-learn.org/stable/install.html. Accessed 10

Feb 2023

https://doi.org/10.1109/ICONAT53423.2022.9725901
https://doi.org/10.4018/IJAEIS.20210101.oa1
https://doi.org/10.1109/ICCMC51019.2021.9418375
https://doi.org/10.14569/IJACSA.2021.0120480
https://scikit-learn.org/stable/auto_examples/model_selection/plot_underfitting_overfitting.html
https://doi.org/10.1109/ACCESS.2021.3110745
https://doi.org/10.1002/sam.11583
https://doi.org/10.1080/00401706.2021.1921037
https://scikit-learn.org/stable/modules/cross_validation.html
https://doi.org/10.1007/s41664-018-0068-2
https://github.com/shan515/AI-Based_Crop-Predictor_App/tree/main/dataset
https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.LabelEncoder.html
https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.StandardScaler.html
https://scikit-learn.org/stable/install.html


Arduino Based Multipurpose Solar Powered

Agricultural Robot Capable of Ploughing,

Seeding, and Monitoring Plant Health

Hrituparna Paul(B), Anubhav Pandey, and Saurabh Pandey

Department of Computer Science and Engineering, Shambhunath Institute of Engineering and

Technology, Prayagraj, India

hrituoct@gmail.com

Abstract. Agribusiness is the primary occupation chosen by more than 40% of the

worldwide populace. The types of equipment used to complete a variety of tasks in

traditional farming operations are expensive and inadequately made to handle the

tasks. So, in order to carry out farming operations, farmers require sophisticated

equipment. The proposed study intends to construct a robot that can carry out tasks

like grass cutting, spreading seeds and irrigating the plants. The proposed robot

does not require an external power source because solar photovoltaic (pv) panels

provide its power source. The PIC18F4520 interfaced Android application that

controls the complete system transmits the signals to the robot for the necessary

operations. Consequently, dc motors are used for seed planting and hard ploughing.

For seed planting, consistent separation is maintained. Water is applied to the crop

using a sprinkler with revolving nozzles. The grass-cutting tool consists of spinning

blades with a knife edge sharpened on both sides to efficiently cut the excess grass.

It combines multiple jobs, making it resourceful.

Keywords: agriculture · robot · ploughing · seed sowing · grass cutting · water

sprinkling

1 Introduction

The majority of the rural population in India relies on agriculture as their primary source

of income. The current farming practices include a lot of laborers and are manual or

automated. In recent years, the amount of available labour has been consistently declining

while earnings have increased. A better level of productivity is necessary. Therefore, it

is necessary to create a device that aids farmers in solving the above- mentioned issue.

The Indian economy heavily relies on the agricultural sector. In India, agriculture is

the main source of income. Since there are fewer farm labourers with advanced education,

their demand is greater than ever and their pay is rising. Bullock carts, tractors, tillers,

and other tools are typically used by humans to carry out farming tasks. The main issues

in the agricultural sector are a shortage of manpower, a lack of understanding of soil

testing, an increase in labour costs, seed and water waste, and a lack of available workers.

It is relatively new to consider using robotics technology in agriculture. The potential is
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to increase productivity using robots in agriculture is greater, and more and more robots

are showing up on farms in various forms.

Many agricultural robots available today can only accomplish a single or a pair

of jobs. By creating an agricultural robot that can spray water, plant seeds, mulch, and

perform cutting operations, we are upgrading the robot. In the world, agriculture accounts

for more than 42% of people’s primary employment. Nowadays, agricultural industry

has seen the emergence of intelligent and flexible autonomous vehicles.The21st century,

is a century of creation, advancement, globalization, and so much other.

Other helpless health issues are the population’s century, climate change, droughts,

and cloud bursts. Many countries have developed automated agricultural robots systems

to implement various agricultural outputs such as harvesting, monitoring, weeding, sow-

ing, fertilizer and irrigation. Nonetheless, soil-based applications of seeding, fertilizing,

and irrigation are included in this work. The goal of this work is to boost agricultural

productivity while reducing the amount of labour required from farmers and speeding

up their work. A robot that can operate both manually and automatically is helpful to

people. In this project, the ARDUINO-controlled autonomous agriculture system’s farm

cultivation process is demonstrated.

Compared to conventional large tractors, mini autonomous machines are more effi-

cient and human labour is being developed in the area of farm-based autonomous vehi-

cles. These machines should be able to operate around-the-clock, throughout the year,

in most weather situations, and with the intelligence necessary to act responsibly for

extended periods of time in a semi-natural environment while performing the necessary

duty. Autonomous vehicles have a variety of field operations that they can carry out that

are more advantageous than using traditional machineries (Fig. 1).

Fig. 1. Manually working in field

This robot is intended to serve as a foundation for the creation of systems that will

allow farming operations like the application of pesticides, fruit picking, and plant disease

management to be automated. The system is made as modular as it can be, allowing for

the creation or a change to any one of the separate tasks.
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1.1 Spraying of Pesticides

Pesticides are required in agricultural fields to boost productivity, but they are also

harmful to people and the environment. In the existing ways, farmers walk over the

crop fields with a backpack sprayer that is manually handled by a human. They used to

manually spray the pesticides in a precise manner.

Despite the use of certainty regarding pesticides equipment (separate head coverings

and focused filtering systems for manual and automated spraying tactics, respectively),

humans are nevertheless exposed to dangerous pesticides that can result in serious health

issues.

Aside from health issues, there are disadvantages to both automated and manual

spraying techniques. The motorized spraying doesn’t have a clear aim and is designed to

spray a harvest strip with rearranged stature (for example, the rancher may use shower

spouts to spray only the grape bunches and not the natural product area). The lack of

laborer’s makes manual spraying monotonous, moderate, and limited.

1.2 Significance of Solar Energy

Solar energy is the vast amount of energy that the sun emits every day. More energy is

emitted by it in a day than the entire planet needs in a year. This power originates within

the sun itself. The Earth has blocked about 1.8/10 MW of solar energy, which is many

times more than the rate at which energy is now being consumed on a worldwide scale.

This has encouraged governments, researchers, and the power sector to increase their

investments in the renewable energy sector with the goal of utilizing more of this clean

energy and reducing global warming.

1.3 Mower

Agricultural and gardening workers have recently utilised conventional lawn cutters on

a large scale. However, the energy used and the air pollution produced by the manually

operated lawn cutters might have a negative impact on the wellbeing of the workers.

As well as making a lot of noise and vibration, conventional lawn mowers do so, which

can lead to major health problems like carpal tunnel, diminished finger blanching, white

fingers, and hand sensitivity and dexterity.

Thus, we were able to combine these three tasks into a single robot by evaluating

the afore mentioned three characteristics, which would boost farmer production and

cut down on downtime. This inspired us to create a solar-powered model for pesticide

application and lawn mowing. A four-wheeled, semi-automatic solar pesticide sprayer

and mower powered by a wireless remote and a DC battery and made up of a solar panel,

a battery, a motor, a pump, a container, cutting blades, and a microcontroller (Fig. 2).

The five sections that make up the paper are as follows: Sect. 1 contains the introduc-

tion, Sect. 2 differentiates between Existing System with Proposed System, Sect. 3 is the

literature review of the latest research studies performed, Sect. 4 deals with the proposed

model The Sect. 5 involves the experimentation and results and Sect. 6 proposes the

conclusion and Future Scope.
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Fig. 2. Modernized Technology

2 Existing System Vs Proposed System

The main issues in modern agriculture include a shortage of available agricultural labour,

a lack of understanding of soil testing, a rise in labour costs, seed and water waste, and

an increase in labour wages. The agricultural robot has been presented as a solution to all

these drawbacks. The primary goal of an agricultural robot is to use robotic technology

in the agriculture sector. The ploughing, sowing, and mud levelling tasks are efficiently

carried out by the farm robot.

Robots are mechanical devices that can carry out a variety of functions without

the need for human intervention. According to the controller’s instructions, the robot

operates. Along the robotic course, numerous parameters are sensed using a variety

of sensors. As the brain of the robotic system, the microcontroller controls every single

robotic system activity. By managing the DC motors, it also regulates wheel motion. The

DC motors that drive the motion of the wheels, are driven by a motor driving circuit. A

wireless Bluetooth connection between the robot and the smartphone allows for remote

operation of the autonomous seeding robot for agricultural use. To control the robot,

utilize the Bluetooth electronics app. Every single action the robot takes is managed by

it.

3 Literature Survey

Kiran Kumar et al. in the paper [1] describes the design and development of a three-

degrees-of-freedom, solar-powered, remote-operated pesticide spraying robot for agri-

cultural usage. The prototype offered a respectable rate of area coverage at a respectably

low operating cost.The degrees of freedom are provided through actuating devices

that are quite sluggish and unreliable. Only pesticide spraying is permitted with this

configuration.
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Binod Poudel et al. in the paper [2] exemplifies the use of mechatronics and robotics

in agriculture. The vehicle’s resilience is not very good because it is a test model. Addi-

tionally, by fully eliminating human labour from this process, the safety and the farmers’

long-term well-being are guaranteed. A petrol-based pesticide sprayer’s performance is

unaffected. The model can only be used for spraying pesticides because the system

only has a two-wheel drive, which reduces its resilience. This technique fully eliminates

labour. A petrol-powered pesticide sprayer’s performance is unaffected.

Harshit Jain et al. in the paper [3] found that this particular pesticide sprayer with

solar power is more affordable and produces reliable results when used for spraying.

Because it uses solar energy, a non-traditional energy source, it is generally accessible

and cost-free. As the system setup is not automated, moving it requires physical labour.

Vijaykumar N Chalwa et al. in the paper [4] gives an idea of the agricultural robot

for a device that, after being improved for performance and cost, will show promise in

agricultural spraying activities. Here Degrees of freedom do not exist for the Sprayer

and totally reliant on power from the grid. It is too low of a setup height and is really

expensive.

Vishnu Prakash K et al. in the paper [5] describes designing, utilising, and testing

an autonomous multifunctional vehicle that operates safely, reliably, and economically.

This autonomous vehicle traverses crop lines on agricultural property while performing

duties that are hazardous or taxing for the farmers. Prior to any other configurations, the

area is first prepared for spraying. However, additional configurations are also planned,

such as a seeding system and a plug system to access the most visible portion of the

plants and perform other tasks. (pruning, harvesting, etc.), and a vehicle to transport

the fruits, crops, and agricultural waste. This robot’s wheels are made to make moving

across wet, squishy terrain simple.

Ankit Singh et al. [6] designs an agricultural robot that runs automatically. As one

of the trends in 21st-century development on automation and cleverness of agricultural

equipment, all types of agricultural robots have been studied and developed to apply

to a significant increase in agriculture field in many countries. It performs basic tasks

including picking, harvesting, weeding, pruning, planting, and grafting. To carry out

numerous farm tasks like cutting and picking, they created a robot. The height of the

crop and the location of the grass in the field are both determined via image processing.

The mowed lawn and harvested crops are put in a container. The robot also has a device

for spraying pesticides.

Mr.Sagar R. Chavan et al. in the paper [7] explains how Agriculture techniques have

improved, such as the autonomous robot-assisted seeding of seedlings on tilled ground.

A four-wheeled robotic vehicle with DC motor steering has been created. The vehicle is

outfitted with a tool for planting seeds to evenly distribute the seed products. According to

different seed products, the device will grow the plantation by taking specified rows and

columns into account at a set distance. A sensor with an infrared wavelength takes into

account and detects obstacles. A 12V battery pack with rechargeable batteries powers

the entire assembly. By using solar electricity that is also attached to the robot, the battery

pack may be recharged. This robot can prepare the ground, map out the positioning of

the seeds, and reseed the area.
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Nithin P V et al. in the paper [8] Designing, creating, and manufacturing an

autonomous robot that can dig the ground, plant seeds, level the soil, and spray water are

all integrated into larger systems that use solar energy and an electrical source. The robot

is guided using a rack and pinion system. Motor power input is controlled by the relay

switch. IR sensors are used to identify obstacles. The majority of people on earth—more

than 40%—choose agriculture as their primary line of work, and recently, interest in the

use of autonomous cars in agricultural has grown.

Ms. Aditi D. Kokate et al. in the paper [9] designed an automated machine that

can do tasks including preprogrammed fertilisation, watering, and seeding. Moreover,

both manual and automatic control are available. ARDUINO, which oversees the entire

process, is the main component. Robots are currently replacing people in significant

numbers in working duties, particularly in repetitive chores. The primary phase in farm-

ing is seeding. In this procedure, every row of the farming plot is seeded. The soil sensor

is employed in the irrigation process to keep an eye on the weather. It monitors this level,

notifies the farmer, and then gradually sprinkles a small amount of water on each row of

seed that has been put in the farming plot. Yet, A lot of plants need fertilisers when the

seed germinates and the seed begins to develop. The fertilization process is the same as

the method of irrigation. Solar technology is used by the autonomous robot.

L. Manivannan et al. in the paper [10] proposes a firebird V automatic robot that aims

to automate the entire agricultural process, with a focus on the production of onions.

The robot known as Fire Bird V.

ATMEGA 8 is the slave controller, ATMEGA 2560 is the master controller, and

other accessories include gripper designs and IR. The proposed system prototype is

implemented by picking a location that takes into account any form of onion crop’s

agricultural field. The automatic robot selects the planting location using detectors and

seed products that will be planted in the next field utilizing the gripper setup of the

automatic robot.

4 Proposed Model

The primary goal of this work is to develop a multifunctional machine that can be used

for a variety of tasks, including digging up soil, planting seeds, leveling muck, and

spraying water, all while requiring the fewest accessory modifications and spending the

least amount of money. Both battery and solar power are used throughout the robot’s

whole system.

This section contains the methodological process, the circuit diagram, and the block

diagram. Hardware and software tools are integrated throughout the construction of the

agricultural robot. The agricultural robot’s block diagram is shown in Fig. 3.

The developed robot’s master controller is a microprocessor called an Arduino Uno.

Via Bluetooth communication, the robot’s entire functioning is managed. The agri-

cultural robot is a self-contained, remote-control robot that connects to a Smartphone

through Bluetooth and can be wirelessly controlled from afar. Each and every action the

robot takes is managed by the Bluetooth electronics app. The Bluetooth HC-05 mod-

ule, which is permanently mounted on the robot, receives signals from the Bluetooth

electronics app and transmits them to the microcontroller for processing.
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• The robot’s base frame has four connected wheels that are operated by dc motors in

the back.

• A cultivator that is designed to dig the soil is mounted on one end of the frame and

is also powered by a dc motor.

• To spray the water, use a water pump.

• The robot’s top is covered with solar panels that are connected to the battery to charge

the battery. As a result, both the solar panel and battery use the sun’s energy to its

fullest potential.

• The 12-V battery is needed to power the entire robot.

• This is operated via an IR transmitter and receiver.

Fig. 3. The block diagram of multipurpose agriculture robot

5 Experimentation and Results

The power “ON” command starts it. The two sensors, an IR sensor and a moisture

sensor, are turned “ON” when the robot moves ahead. These are employed for real-time

environmental monitoring. In order to chop the undesired grasses or weeds, rotors are

activated by IR sensors. Similar to this, water pumps are turned ON or OFF depending

on whether the soil is damp or dry. In order to plough the ground, a robotic arm is built

by switch (Fig. 4).

Only for control purposes, a robot is operated manually. The Robot is powered up

and moved forward with this. The three key mechanisms are: (i) Rotor is turned ON/OFF

through IR sensors identifying undesired grasses; (ii) Water pump is turned ON/OFF

utilizing moisture sensor based on soil moisture detection. For plough the land, a switch is

used to turn on and off robotic (iii) Automatic mode Robot operating status is monitored

using an Android app with Bluetooth connectivity.

Steps involved in monitoring of Robot –

(1) The program looks for a robot with a Bluetooth interface (HC-05).

(2) The phone and the robot were once successfully connected.

(3) There are three different ways to communicate: byte stream mode, keyboard mode,

and command line mode.
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Fig. 4. Working of the Agricultural robot

(4) Choose the Byte stream mode for a linked device.

(5) In Byte stream mode, the agribot’s operating condition must be one of the following:

(i) Pumping motor ON; (ii) Rotor on for levelling or eliminating grass. Robot is going

to do some excavating.

The solar panel used to power the robot uses sunshine to create electricity. The

charging circuit receives this electrical energy in order to charge the battery to 12V. This

battery powers the motor driver, controller, and other systems. The entire prototype of

solar powered multifunction robot is shown in below (Fig. 5):

Fig. 5. Prototype of Robot

A variety of seeds, including wheat, rice, and gramme, were tested on typical agri-

cultural soil with this prototype. We keep these seeds in a funnel. An Android application

manages all robot functions using a Bluetooth device.

The robot begins to till the ground while concurrently dispensing seeds side by side

when we give the commands “5” and “7.“ as shown in Fig. 6. For ploughing purposes, the

plough is tilted downward direction at a particular angle to offer adequate dept for rows.
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Using the command “8,” the plough can be moved back to its original location. Funnels

are mounted on a slider. Moving in the direction of command “5”, the slider starts to

move. The seeds used in this process were stacked in rows, but the spacing between

them was uniform. The ‘6’ command is used to stop the slider.. A circular cutter with

sharp edges is part of the grass cutting machinery. Rotate the cutter by sending command

‘a’. This cutter effectively removed weeds, as seen in Fig. 7. With the command “b,”

the cutter’s rotation is stopped. A container is provided to hold the water. Send ‘c’ to

sprinkle water on the field. Stop sprinkling by pressing “d”.

A cone-shaped structure, hopper, or other container serves as the seed storage device,

holding seeds for sowing. The hopper features a tube extension in its lower portion that

will allow seed to flow to the robot’s lower portion, or the seeding point. Through a seed

dispenser, seeds are released from the hopper for planting. The seed dispenser assembly,

which is attached to the motor’s shaft, is made up of a motor and a tube with a hole in it.

Fig. 6. Seed Sawing and Ploughing Operation

The robot has three different types of sensors: one each for temperature, humidity,

and soil moisture. To measure seed temperature, a temperature sensor is employed. The

air’s relative humidity is measured by the humidity sensor. The soil moisture sensors

will gauge the amount of moisture present in the soil as well as its state, whether it is

wet or dry. On the LCD panel, the output signals from various sensors are shown.

From the above results, we conclude the robot has performed ploughing, seed sowing,

grass cutting, water sprinkling operations properly.
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Fig. 7. Grass Cutting mechanism

6 Conclusion and Future Scope

Multipurpose farming robot has been successfully tested and actualized for tasks like

plough, seed, mow, and sprinkle water. This investigation’s main finding demonstrates

that the majority of these frameworks that support self-government are more adaptable

than conventional frameworks. Lessening human intervention, ensuring a proper water

system, and making efficient use of resources are benefits of multipurpose horticulture

robots. Small and medium sized farmers can use the spraying and mowing robot that

has been developed. The spraying unit will be produced on a large scale, which will cut

costs greatly and help Indian agriculture operations in several ways.

The seed can feed into the soil constantly and without any restrictions with the aid

of cutting-edge seed-sowing machinery. The majority of the seed-sowing machinery

mentioned above may be operated by a single person. Hence, it lowers labour costs.

By using these seed-sowing tools, the overall cost of the seed-sowing procedure will be

decreased.

In the future, we will use an Android application to construct a sensor-based moni-

toring system for soil moisture and temperature to improve user accessibility. Utilizing

the Android App that will be made using App Inventor, a system for monitoring soil

moisture, humidity, and temperature will be established. The app’s interface will be

made to show data on each land segment’s soil moisture, humidity, and temperature.
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Abstract. To visualize the simulation of a galaxy. Since computation of billions

of particles is very rigorous, our main objective is to create an N-body simulation,

which will help us visualize over a hundred billion particles moving over time in

space, leading to the formation of a galaxy or clusters of stars and galaxies. This

simulation uses snapshots to explain the galactic simulation. Here each snapshot

possesses a unique identity over different properties like mass, location etc. This

paper would use a two-phase visualization method, one which bisects and collects

relevant data for the visualization and the second for projection on the arbitrary

plane of 3d points. In the first half of the application, programming is used to

host the cluster with the help of Single Program Multiple Data (SPMD) whereas

the second half focuses on the reduction of thousands of cores with the help of

GPU-accelerated computing and parallelization of matrix multiplication. With the

help of our application, we seek to speed up the computation of the output and the

distribution of these particles around the system’s center of mass.

Keywords: N-Body Simulations · Dark Matter · Galaxies · Haloes · Cosmology

and Cluster

1 Introduction

Our aim is to envision a simulation of galaxy formation. Understanding how things

in the universe form, what were its initial conditions, and how the universe operates

and correlates with each other is a big task for researchers and astrophysicists to ana-

lyze and study since these things cannot be recreated in the laboratory. Various analytic

models are created to explore the universe’s formation and understand its physical pro-

cess to overcome this problem. Particularly, Simulations on dark matter help physicists

understand the structural growth of the universe more because dark matter shapes the

evolution of massive structures. In the present scenario, for computing cosmological
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models of galaxy formation, there are two basic methods namely semi-analytic and

self-consistent hydrodynamical simulations. Semi-analytic models give an explanation

of baryonic physics by including galaxy formation as a post-processing step after the

output of N-body simulations or on to Monte Carlo realizations of DM merger history

trees [1]. This approach examines the baryonic physics that determine galaxy popula-

tions using straightforward analytical prescriptions. The models’ free parameters are

modified to accurately replicate some important findings, such as the local stellar mass

function, and are then utilized to forecast additional features of the observed galaxy

population. Furthermore, if these predictions to observation are altered, this model can

be adjusted. While this method enables quick parameter space exploration of the funda-

mental physics at play, its predictive power for some observables is constrained. Based

on the present theories, the structure formation leads on to the formation point that’s

characterized by mass in Kev’s (Table 1).

Table 1. Hydrodynamical Structure Formation

Light Candidates Mass in Kev

Standard Neutrinos ~1

Light Dilation ~0.5

Light Axino ~100

Majoron ~1

Mirror Neutrinos ~1

Self-consistent hydrodynamics is significantly more costly from a computational

viewpoint than semi-analytic models. In this case, limitations are removed by linking

the gas physics to the dark components and fully running hydrodynamical simulations

that are completely self-consistent in cosmic volumes. This model’s physics require-

ments are more extensive and difficult. Two factors contribute to the difficulties: (i) The

hydro dynamical equations must be solved accurately and efficiently by the underlying

numerical method, and it must have a sufficiently wide dynamic range to describe both

cosmic and galactic scales and (ii) Physically and quantitatively significant implementa-

tions of the necessary baryonic processes are required. Here, We will be focusing more

on shape, density law, lumpiness of the dark matter and its properties with respect to

nearby galaxies. Dark matter is present in large amounts and constitutes a large amount

of space [2]. There is a thought that dark matter is made of self-gravitating gasses which

can be classified as cold (CDM) or hot (HDM) depending on the nature of the particles

(Fig. 1).

HDM currently is incompatible with all theories around its structure and is not able to

fulfill the criteria whereas CDM is researched using the help of a Newtonian framework.
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Fig. 1. Rotational Curves and Velocities far from the galaxy

2 Methodology

2.1 Working

To simulate a galaxy formation, a large amount of data of high resolution is used which

thus produces a massive extensive amount of data. High Computational power is also

required to analyze such data and produce output. High performance computing (HPC)

refers to processing complex calculations at high speeds across multiple servers in par-

allel. Along with these clusters are composed of hundreds/thousands of compute servers

that have been connected through a network. We aimed at the ricci service over the

servers and after the creation of clusters the nodes have been added to the system. The

N-body simulation we are visualizing comprises several hundred 3-dimensional ~1GB

“snapshots” of 100 billion particles moving over time to form a galaxy. Each snapshot

consists of an identification number, 3d location, mass, 3d velocity and potential energy

of 100 billion dark matter particles. Analyzing and stimulating such data to produce

results is a challenging task [3]. For this, we use measures to reduce the input data with

our requirement to create the visualization.

We establish a two-phase visualization pipeline.

i) Data-cleaning/Down Sampling Phase-In this phase we select the data that seems to

have relevant information from the massive pool of input simulation data.

ii) Projection/visualization phase - in this phase we perform a perspective projection

onto an arbitrary viewing plane stake taking a cleaned and condensed dataset of 3d

points.

We divide our application into two parts.

• In the first section, we use programming for the data we host on the cluster for which

we use Single Program Multiple Data (SPMD). The parallelization is done using
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SparkContext.Parallel() for each snapshot.This helps us in multi-threading, shared

memory and distributed parallelisation across several cluster nodes.

• The Second phase focuses on the reduction of thousands of cores with the help of

GPU-accelerated computing and parallelization of matrix multiplication. There are

similar sets of operations that are performed at its core on each of millions of data

points:-

a. multiply by a particular 3 × 3 rotation matrix

b. drop the z coordinate and divide the x, and y coordinates by a particular amount

c. calculate which bucket in the output matrix holds the new x, y coordinates

d. increase the count in that bucket by 1

Our First phase involves the use of Spark on an AWS EMR CLUSTER. For our

application, we use 1 master node and 4 worker nodes as Optimal Configuration. Nodes

have an EC2 m4.xlarge instance which contains 4 virtual CPUs and 16 GB of mem-

ory. Network Performance should be high and should have a minimum bandwidth of

750 Mbps. To accommodate the data to such a large extent, we increase the volume of

EBS storage up to 100 Gb. For the Second phase, a g3.4xlarge AWS instance, with the

Deep Learning Base AMI (Ubuntu, version 22.0) has been used. This instance acceler-

ates code via a Tesla M60 graphics card, 2,048 parallel cores and 8 GB of GPU memory.

The instance itself comprises 4 vCPUs and 35 GB of memory (Fig. 2).

Fig. 2. Parallel Application

Running the application we need access to particle data of a N-body galaxy formation

simulation. In particular, this application is tailor made for the Caterpillar simulation

suite. This demands performing given sequence of operations on each of data points: 1)

multiplication by a 3 × 3 rotation matrix 2) next drop the z coordinate and divide the x,

y coordinates by a specific value 3) Identify the bucket in the output matrix that holds

new x, y coordinates 4) increment the bucket count by 1 [4].
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2.2 Phase-1

Since our primary focus is on particles of low mass, we eliminate particles of high mass

i.e. type 2–5 particles since these particles are very few in number. The first pipeline

section loads these files into Spark RDDs. We Redeem information particle types, the 3D

positions, and mass from these files. We use the RDD.sample function to subsample the

particles of type 1 [5]. This step ensures a more efficient administration of the pipeline.

We finally join the x, y, and z positions of subsamples using the RDD function. Steps

for building h5py:- For installing h5py, we built a bash script and added it as a bootstrap

action when developing the cluster. 1. Create file with .sh extension. 2. Upload the file

to amazon Simple cluster Service Bucket. 3. While uploading using advanced options

configuration, add bootstrap actions. 4. To add bootstrap actions, select bootstrap action

from Add bootstrap action dropdown menu and click configure and add. 5. You will

notice a pop-up menu at the bottom. You can leave the default name or change the name

accordingly. 6. Provide the location of your script from your S3 bucket by clicking on

the folder icon. 7. Add additional arguments if necessary otherwise continue creating

your cluster.

RUN THE FOLLOWING COMMAND, TO EXECUTE THE SPARK APPLICA-

TION ON THE CLUSTER

spark-submit --num-executors 4 --executor-cores 4 project_spark.py Which collects

the input data from folders in /mnt/s3 and generates outputs in the same folder. For

different snapshots, simply change the ‘snap’ parameter in the code to get a different

result. Our system OS and version is Amazon Linux AMI 2017.03. We are using Python

2.7.12 and Spark 2.2.0.

2.3 Phase-2 GPU Acceleration

To read 3.44 million points in 3d space and that too for each time period a .npy file

Has to be visualized. For this to work, we developed code for both CPU and GPU. For

a snapshot, we produce 40 different points of each individual snapshot by rotating the

camera in a circle around the center of mass of a snapshot. Viewpoints are created when

the datum of snapshots is:- 1. multiplied by a 3 × 3 matrix defined by the camera’s

position and angle 2. dropped if its resulting position is behind the camera 3. projected

onto the viewing plane by dividing the new x and y coordinates by z and dropping z 4.

assigned to a pixel in the output, and tallied there. Each different viewpoint is saved to

disk as a png file and each snapshot is stored in a separate folder. Most Operations of the

CPU code are performed using NumPy in lower-level lang to take advantage of multiple

threads on certain operations.CuPy is primarily used in the case of the replacement of

NumPy by GPU. Since CuPy was not implemented in aggregation operation, so Numba

was used to operate its operation slightly at a lower level compared to NumPy.Hence,

phase 2 depends on NumPy, CuPy, and Numba as well as a CUDA-enabled GPU with

appropriate drivers [6]. We work from an AWS EC2 instance, selecting a g3.4xlarge

instance for access to a GPU and the Deep Learning Base AMI (Ubuntu, Version 22.0)

to handle the setup of NumPy, matplotlib, and the appropriate drivers.
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2.4 Performance Evaluation

SPEED-UP, SCALING, OVERHEAD, AND OPTIMIZATION

A. Phase I: Spark

Following we plot a Graph which shows the speedup, as a function of the number

of executors launched for the different numbers of nodes. This speedup is measured

on the basis of our Spark code of a single snapshot. Here we see that 2 nodes and

4 cores per node have a factor of around 2.4 approximately. Similarly, with 4 nodes

we get a speedup as high as 3.5 when we use 4 executors. But, we see a decline in

the speedup when the number of nodes increased to 8 since we got a speedup of

only 4.2 leading to much lower efficiency, or speedup per node when compared with

2 or 4 nodes. This is to be expected as there is a significant amount of sequential

work in I/O and other overheads. The main reason for the decline of speedup with

4 nodes is that we invoke more than 4 executors, each virtual core is then split to

run multiple threads which do not mainly improve performance. Hence we used 4

nodes and 4 executors for our goal to achieve a subtle speedup while maintaining

speed-up efficiency [7]. The following Plot shows the speedup as a function of a

number of executors running on a 4-node cluster with various numbers of executor

cores per node. Here, maximum speedup decreases with an increase in the number of

executor cores. The main reason for this is due to memory allocation constraints. Our

application consumes >90% (11 GB out of 12 GB, as shown in the figure below) of

memory in the first phase as it loads large data files onto memory for data reduction

and particle downsampling. Since the first phase of our application is memory limited,

it is not able to take advantage of the number of executors available.

Fig. 3. Speedup by Executors

The above screenshot shows us the memory usage per node during runtime for a

4-node cluster using 1 executor core. Nine containers were allocated and distributed
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amongst the nodes. All nodes with two assigned containers during runtime used 11 GB

of the 12 GB available memory, and the one node that was assigned 3 containers used

11.88 GB of the 12 GB available memory. These stats also tell us that there is high usage

of memory. Is involved. We also note that on average only 2 VCores of the available 8

VCores are leveraged per node during runtime and this is uniform across all our tests

regardless of whether we have 8 nodes or 2 nodes in a cluster. By Leveraging more than

90% of the available VCores we would have had a significant impact in speeding up our

execution time when we increase the number of threads per core but this does not happen

as Figs. 3 and 4 show we actually did not gain any performance because we only had at

most 2 VCores available per node thereby decreasing our performance as the number of

threads per core increased. Our main memory usage comprises its I/O, as the number of

tasks increases, request for allocated memory also goes up similarly vice versa. Hence

the data reduction phase of our application is banded with memory limitations.

B. Phase II: GPU Acceleration

This figure shows the total time spent processing 4 (of 255) snapshots The time

needed to write output images to disk is roughly constant across all three environ-

ments, while the time spent on the actual computations is drastically reduced by

running on GPU, with speedups in the tens, the twenties, or hundreds. Interestingly,

the histogram operation completes much faster on the AWS instance than locally.

The timings were repeated three times, and are remarkably consistent from run to

run.

3 Background Related Work

Shohei Aoyama et al. [8] In recent decades, the significance of cosmic dust in astrophysi-

cal processes has gained recognition. Dust plays a crucial role as a highly efficient catalyst

for the production of molecular hydrogen (H2) in the interstellar medium. Additionally,

dust cooling regulates the typical mass of the final fragments in star-forming clouds. In

the context of protoplanetary disks, the growth of dust particles ultimately facilitates the

formation of planets. Moreover, dust particles actively participate in radiative processes

by absorbing and re-emitting astral light in the far infrared, thereby altering the spectral

energy distribution of galaxies. The size distribution of dust particles significantly influ-

ences the properties of galactic dust, particularly the extinction curve, which represents

the wavelength dependence of absorption and scattering cross sections. To accurately

estimate the star formation rate (SFR) of a galaxy, corrections for dust extinction are

necessary. The particle size distribution, which determines the surface area, is directly

linked to the rate of hydrogen molecule formation.

B.W. Keller et al. [9] the galaxy functions as a stellar production facility, gathering

large amounts of gas within substantial potential wells and converting it into stars. The

energy released by stars through winds and supernovae (SNe) serves as the controlling

factor in this process. In the absence of a significant energy source for stirring and heating

the interstellar medium (ISM), star formation depletes all available gas. Stellar feedback,

which allows for self-regulation of star formation, is essential and one of the primary

mechanisms responsible for generating a diverse ISM with multiple phases. The third

aspect of feedback significantly influences this dynamic. It involves the redistribution



32 A. Kushwah et al.

(and even expulsion) of gas through outflows within the galaxy. Galactic winds, propelled

beyond the escape velocity of the galaxy, can remove gas capable of forming stars from

the galaxies. Gas fountains, on the other hand, circulate cold gas from the galactic disk

through the high regions of the disk and the galactic halo, serving as temporary storage.

These reservoirs in the galactic plane, too hot and diffuse to support star formation,

are likely the ultimate fate of the galaxy and a plausible mechanism for the observed

concentration of metals around the circum-galactic medium.

Eric J. Baxter et al. [10] existence of large amounts of dark matter. The galactic lon-

gitude scale is already an established fact. Currently, this dark matter is made of relique

self-gravitating gases which are labeled as “cold” (CDM) or “hot” (HDM), depending on

the relativistic or non-relativistic properties of particle energy spectra decoupling from

the cosmic mix. HDM scenarios are not favored as they appear conflicting with cur-

rent theories of structure formation. Normal CDM Particles examined in the Newtonian

frame can be considered non-interacting (collision-free particles) or self-interacting.

However, recent numerical simulations show that the non-interactive CDM model con-

tradicts galactic-scale observations as follows: (a) ‘substructure problems’ associated

with excessive clustering at sub-galactic scales. (b) “cusp problem” characterized by a

monotonically increasing density in the direction of the center of the halo, the core is

overly concentrated. To address these issues, the possibility of self-interacting dark mat-

ter was considered, thus producing non-zero pressure or thermal effects, a self-interactive

model of CDM.

Steven R. Majewski et al. [11] in the last decade, cosmological observations have

focused on normal matter (e.g., protons, neutrons, atoms, etc.) make up only one-fifth

of the matter in the universe, the remaining 80% being Dark Matter, the identity of

this Dark Matter is a mystery, but its properties influence the way galaxies form and

the universe evolves. Its existence is also one of the strongest pieces of evidence of

the fundamental incompleteness of the standard model of particle physics. Natural in

that sense. The Dark Matter problem is one of the biggest problems in both astronomy

and particle physics. The microscopic nature of Dark Matter affects how it accumulates

around galaxies and can therefore be studied through astronomical observations Dynamic

measurements, They provide important and unique insights into the properties of the

Dark Matter in and around our Milky Way, which are particularly sensitive to how the

Dark Matter is distributed on the galactic scale. In today’s leading models of structure

formation, Dark Matters are mostly ‘cold’, consisting of particles much more massive

than protons and capable of agglomerating. Strong on a small scale. Cold-Dark Matter

models of structure formation predict that the Milky Way must be surrounded by diffusely

extended ‘Dark Matter halos’, which themselves are flooded with smaller self-connected

Dark Matter clusters called ‘sub-halos’. These sub-halos orbit the galaxy like satellites,

and the satellite halo mass function is predicted to increase with decreasing mass. The

minimum mass and total number of dark satellites are closely related to the graininess

of the Dark Matter itself.

Luis G. Cabral-Rosetti et al. [11] a large body of evidence points to the existence

of non-baryonic dark matter. There are three ways to directly check this hypothesis:

1. Produce dark matter or its cousins at accelerators, 2. Detect dark matter directly by

the particles colliding with Earth in underground detectors, and 3. In space indirectly



Galactic Simulation: Visual Perception of Anisotropic Dark Matter 33

detects dark matter by observing the annihilation products of two dark matter particles.

The current excitement in this space stems from the serendipitous maturation of all

three of these technologies. The Large Hadron Collider was commissioned in 2009, and

numerous direct detection experiments have demonstrated his ability to scale to the 1-

ton level, with several experiments (Fermi Gamma-ray Satellite Telescope, Atmospheric

Cherenkov Telescope, PAMELA, Ice cube) is available. Ready to recognize indirect

signals

4 Application

This paper gave us a brief explanation of how far we can imagine and gaze back to the

universe’s beginning in order to discover additional new galaxies and universes. These

simulation results show scientists and researchers what is feasible when it comes to the

formation of galaxies and more innovative ways of what galaxies around the Milky Way

result in, allowing us to more clearly comprehend what telescopes do for us. It would be

possible to examine and study briefly the various physical processes involved in form-

ing structures and galaxies in the Universe, composed of ordinary matter, dark energy,

and dark matter. These processes include gravitation, gas cooling, star formation, super-

nova feedback, supermassive black hole feedback, stellar evolution, radiation, magnetic

fields, cosmic rays, and more [12]. Starting from smooth initial conditions constrained

by observations of the cosmic microwave background, cosmological simulations enable

detailed studies of the formation and evolution of structures and galaxies in the cosmos.

These studies result in precise predictions of the galaxy population at various epochs of

the Universe [13]. In order to assess and constrain such theories in the context of struc-

ture and galaxy formation, it is additionally possible to investigate alternative forms of

dark matter, dark energy, and gravity through suitable modified simulation methods. By

comparing these results to observational data such as galaxy surveys, these studies pro-

vide significant insights into the overall cosmological framework of structure formation

and cosmological parameters.

5 Result

These pictures show the evolution of dark matter density over time as a Milky Way-mass

galaxy forms in the center. The camera rotates around the center of mass of the system.

Only the high resolution particles are shown. The simulation was designed such that the

area directly around the central galaxy has only high resolution (low mass) particles,

while lower resolution particles exist farther away from the galaxy. This is why in the

visualization there are little to no particles near the edges of the frame; this area would

have low resolution particles, but they are not of interest for our science goals. The ‘z’

value refers to the redshift at a given time (Fig. 5).
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Fig. 4. Evolution of Dark Matter Density over Time

Fig. 5. Final Galaxy visualization

6 Conclusion

The origin of the universe remains a mystery, and it is constantly expanding, colliding,

and experiencing supernovas, and other phenomena. Scientists have been attempting to

model how the billions of galaxies in the observable universe formed from dust and gas

after the big bang for many years. These simulations will assist us in our exploration,

understanding of the workings of the universe, and discovery of the undiscovered. We

created this simulator to aid in understanding the finding, which takes numerous large-

scale images and chooses the best ones for the following stage. In the II phase, we take

these pictures and display the findings from 40 angles. We aim to uncover additional

unforeseen insights about the cosmos with the help of more improved technology in the

future.



Galactic Simulation: Visual Perception of Anisotropic Dark Matter 35

7 Future Scope

Since the creation of galactic simulators, visualizing the galaxy has become quite simple.

We have achieved and learned how far we can stretch our limitations in understanding

the formation of galaxies.

1. For future courses, our main aim would be to enhance data storage and access, since it

is the most laborious section of the application. We were able to use EBS storage on a

cluster to hold our data, but moving the data into the storage was a time-taking process.

Furthermore, for larger, higher-resolution simulations, the EBS storage would likely

be insufficient. Moreover, for the storage, we could look for other methods or focus

on existing spark directly onto the primary storage cluster for the simulations.

2. Another area where we can bring modifications would be to include more visualization

features in the application such as more color options, changes in angles or a more

user-friendly interface.

3. Phase II could yet be improved. Lower-level “save” procedures might function more

quickly than matplotlib. We could combine the output on a single disc if we divided

the job across several computers. When handled on a single thread, this will produce

quick computation, improving run time.

4. A better simulation could be obtained with the help of precise targeted users, degree

of interaction, sampling the input along with characterizing the uncertainty of cor-

responding output. Moreover, authoring and screen casting tools play a vital role

too.
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Abstract. Industrial IoT (IIoT) belongs to the category of Operational Technol-

ogy (OT) network, which is different from Information Technology (IT) network.

The latter can be infused with large amount of computing power whereas the for-

mer lacks the support of holding that much computing power since OT network

is a resource-constrained area. As a result, a lightweight framework must be built

to improve and extend the behavior and performance of the OT network. How-

ever, if resource usage is low, the performance will be degraded. A combination

of LightGBM and Stochastic Gradient Descent algorithms for anomaly detection

is proposed. In the first part, the feature selection process using LightGBM algo-

rithm is discussed and then the model training and anomaly detection methodology

using Stochastic Gradient Descent are illustrated. Also, the drawbacks of Gradient

Descent algorithm and how the SGD overcomes those drawbacks are discussed.

The findings from experiments show that the suggested model generated high

throughput and high anomaly detection accuracy.

Keywords: IIoT · Protocol Anomaly Detection · Stochastic Gradient Descent ·

LightGBM · Anomaly Detection

1 Introduction

Anomaly refers to a situation where something is partially or completely different from

the normal situation. Technically, anomaly detection refers to the process of detect-

ing abnormal behaviors or strange performance of the network. It is different from

signature-based detection method. The latter needs a database of previously identified

attack signatures. Rather, the former needs a training to detect the anomaly behaviors of

network

Protocol Anomaly Detection, also known as Network Behavior Anomaly Detec-

tion (NBAD) is a variant of anomaly detection. Every protocol will have a standard

behavior, known as RFC standard (Request for Comment). In this method of detection,

the packets that violates the RFC standard are flagged as threat. Three major network

behavior components are monitored – traffic flow patterns, passive traffic analysis and

network performance. The primary goal of protocol anomaly detection is to identify the

packets that are different from the normal network traffic behavior. Nowadays, this pro-

tocol anomaly detection becomes an important or base component of intrusion detection
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systems and intrusion prevention systems. This protocol anomaly detection method is

best suited for IIoT network as it lacks support for performing complex operations and

storing huge data. It is enough to identify whether the network traffic flow is within

the behavioral limits. Because the attack traffic will not fit in the RFC standard. The

attack itself is the process of violating the protocol standards and establishing an illegal

connection with the target.

One of the main objectives for any algorithm is to reduce the error and generalize,

when a new data is appended. This can be achieved through implementing optimiza-

tion techniques. Gradient Descent is an iterative un-constrained optimization technique.

Large dataset is needed for good generalization which further increases the computa-

tional cost, i.e. as the dataset size increases, the computational cost and time will be huge

for computing single gradient step. Gradient Descent is often considered as unreliable

and slow. Stochastic Gradient Descent (SGD) works well and attains the local minimum

in acceptable time. In addition to that, Gradient Descent can’t handle the non-convex

problems, where SGD overcomes that issue.

2 Literature Survey

Security incidents are decreased by a novel hinge classification technique based on

mini-batch gradient descent with an adaptive learning rate and momentum (HCA-

MBGDALRM) that is proposed in the work [2]. Since IIoT environment produces huge

amount of data, it is impractical to verify that each packet contains legitimate data or

attack data. Hence, a parallel framework for HCA-MBGDALRM is also implemented

along with it, which accelerates the processing speed of large traffic. In [4] SYN flood

attack is detected using anomaly detection. Since SYN flood attack is related to TCP

protocol, the TCP header is checked against the RFC standard. TCP header includes IP

header length, Type of service, Flags, etc. A proposal to combine Chi-square distance

into markov chain method is made to detect protocol anomalies [5]. Another method [6]

uses finite state machine and extended finite state machine for detecting anomalies in

Neighbor Discovery Protocol (NDP) based on strict anomaly detection. The work pre-

sented in [7] describes the need of a lightweight and fast accessing Network Intrusion

Detection System (NIDS). The proposed NIDS uses Support Vector Machine (SVM)

for anomalies classification.

A reliable and resource-efficient anomaly detection method for IIoT is presented

[9]. Two stages of feature extraction make up this system for unsupervised anomaly

detection – one with autoencoder and another with efficient deepexplainer. Then a model

is developed based on efficient deepexplainer which detects the anomaly. A new LGBM-

infused feature selection model named EFS-LGBM is proposed [9]. The work presented

in [11] uses LGBM as feature selection algorithm. The work done in [12] uses SGD

as one of the proposed ML algorithm for spam detection. Also, it states that SGD is

capable of handling large-scale datasets. The purpose of anomaly point detection is

to identify outliers in dataset within in given time. So, a hierarchical representation

approach for anomaly detection is introduced [13]. For deep anomaly detection in the

IIoT, a communication-efficient Federated Learning framework is presented [14]. The

Attention Mechanism based Convolutional Neural Network-Long Short-Term Memory
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(AMCNN-LSTM) is used in this unsupervised framework. The works depicted in [15]

uses graph neural networks for anomaly detection. This study also examined three case

studies related to smart transportation, smart energy and smart factory. An approach for

identifying anomalous behavior was developed [17], which makes use of Hotelling’s T

statistics as well as multivariate statistical analysis.

According to the research in [18], anomaly detection is the method of identifying

patterns in the network that deviate from the expected flow. The primary objective of

anomaly detection is to identify any network flow that is abnormal and label it as such.

This paper also discusses the difficulties in performing such activity. It will be challeng-

ing to define normal regions, because normal behavior may change over time and varies

in different domains. It is suggested to use a hybrid deep-learning system for anomaly

detection [19]. The anomaly detection module, which is the initial step, employs the

restricted Boltzmann machine and gradient-based support vector machines to detect

unusual activity. The most important aspects that contributes to anomaly detection are

summarized in the work [20]. A detailed background study and anomaly detection tech-

niques are presented. It states that anomaly-based detection has ability to identify both

known and undiscovered attacks and anomalies as the detection is performed based on

unusual patterns. Another work proposes 2 approaches for anomaly detection [23]. First

is based on graph influenced by finite state automaton and the second is a proprietary algo-

rithm based on cyclic lists. A new intelligent platform named Hybrid Anomaly Detection

Model (HADM) is proposed and the performance evaluation of several combinations of

algorithms with HADM against different datasets are compared [21].

TCP SYN flood attack is a kind of DoS attack which targets TCP three-way hand-

shake process. An anomaly-based detection algorithm was developed [3] to detect this

attack. The alert is triggered if the TCP header size is less than or equal to 20 bytes or if

the packet contains unwanted TCP flags. The anomaly detection approach proposed in

[8] employs 3 clustering methods - fuzzy c-means, density-based and k-means. A new

method named DeepStack-DTI is introduced in [10] where LightGBM is used for feature

selection and a five-layered validation units including SVM, XGBoost, Logistic Regres-

sion, DNN and GRU. In the context of IIoT aging, a methodology has been developed

[16] for abnormal behavior detection using PCA, Hotelling’s T statistics and univariate

cumulative sum. The work in [22] proposes a binary and a multi-class anomaly classi-

fication models. The binary model uses LSTM, Bi-LSTM and GRU techniques and the

multi-class model uses CNN and RNN for classification.

3 LightGBM

Feature selection is essential in machine learning. Since there may be some irrelevant

attributes present in the dataset, it is necessary to remove those. By doing so, training

and prediction time can be reduced and can make the model less prone to noise-based

predictions.

Light Gradient Boosting Machine (or) LightGBM (or) LGBM is one of the gradient

boosting algorithms which learns through tree-based method. It is similar to XGBoost

but varies in some aspects. Instead of growing horizontally, LGBM grows vertically, i.e.,

it grows tree leaf-wise whereas others grow level-wise. The difference in tree growth of
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Fig. 1. Leaf-wise growth (LightGBM)

Fig. 2. Level-wise growth (XGBoost)

LGBM and XGBoost are picturized in Figs 1 and 2 respectively. Due to this feature, the

loss in sequential boosting process is reduced. LGBM yields higher accuracy than other

boosting algorithms. The feature_importances_attribute function contained in LGBM,

as in XGBoost, is used to determine the importance of each feature.

4 Stochastic Gradient Descent

Generally gradient descent is a generic optimization algorithm, proficient in finding

optimal solutions to broad- ranging problems. By tweaking parameters iteratively, the

cost can be minimized. Among the 3 types of gradient descent, Stochastic Gradient

Descent (SGD) has been chosen for training this model. As per the name “Stochastic”, the

SGD calculates the derivative of one random data point’s loss instead of calculating it for

all data points. The term “Stochastic” means random. This feature makes SGD to perform

faster than traditional gradient descent. Also, SGB is good in handling huge amount

of input data, where traditional gradient descent is slow on that. Scikit-learn provides

SGDClassifier module for solving classification problems. One of the parameters of

SGDClassifier is alpha. This alpha is the tuning parameter that determines how much

the model may be penalized, which is a constant that multiplies the regularization term.

By default, alpha value is set to 0.0001. The randomness can be induced in selecting data

points. At each iteration, SGD randomly picks one data point from the whole dataset

and thereby reducing the computations.

A single real integer is used to represent the cost function, which measures the dif-

ference between actual and anticipated values at the current position. This cost function

is produced when a hypothesis is formed with initial parameters, and these parameters

are modified through known data using gradient descent techniques to minimize the cost

function. SGD is useful for both locating the global minimum and evading the local min-

imum. SGD is simpler to allocate to a specific location in memory. It is more efficient in

handling large amount of datasets and it is relatively faster than other gradient descent

algorithms in terms of computation.
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5 Proposed Methodology

The proposed framework divided into 3 stages – Feature selection, Training and Test-

ing/Evaluation phase. The proposed framework gets the input as CSV file which contains

the necessary packet header attributes. Then, irrelevant features are identified and elim-

inated in feature selection stage. With the relevant features, training and testing stages

are executed. The flow diagram is represented in Fig 3.

Fig. 3. Proposed process flow

5.1 Dataset

X-IIoTID dataset [1] from IEEE DataPort is used. It consists of 65 features out of which

5 features (Date, Timestamp, SrcIP, DstIP, Service) are excluded. It contains output class

into 3 types. As a preprocessing work, those 3 columns are converged into single column

comprising of either Normal or Attack as output. The further processes are executed with

the remaining 60 features and 1 target column.

5.2 Feature Selection

Selecting the feature that are closely related to the output value. For this, LGBM is used.

LGBM output is ordered in descending order of their importance value. The one with

lowest importance value is removed from the dataset. Because, by including that feature,

the model will get trained in a wrong manner or maybe get confused and make decisions.

5.3 Model Training

Model training is carried out with Stochastic Gradient Descent. It is generally used for

function approximation and classification problems. Hence, we are using this neural

network for classification problem. The final stage is testing. Testing is also done using

SGD. While comparing SGD with other neural networks for classification problem, SGD

achieves greater results than others.

6 Results and Discussion

The dataset has to be preprocessed before beginning feature selection phase. Empty cells

and cells with value hyphen (–) are filled with zero. Boolean values are replaced with

zeros and ones. Protocols – UDP, TCP and ICMP are replaced with the numbers 0, 1 and

2 respectively. By doing these tasks, the dataset will now contain only numeric values

which indicates the ready-to-use state of a dataset. The feature selection results in 5

features that are irrelevant to the target column. The feature importance values for each

feature are tabulated in Table 1. Before initiating the model training, those 5 features are

eliminated from the dataset.



42 S. S. Prasanna et al.

Table 1. Feature Selection

Feature Feature Importance Value

Des_port 357

Avg_num_cswch/s 267

Duration 262

Scr_pkts 142

read_write_physical.process 138

Des_bytes 136

Scr_port 134

Scr_bytes 126

Avg_num_Proc/s 106

Des_ip_bytes 93

anomaly_alert 87

Paket_rate 79

Scr_ip_bytes 69

is_syn_only 65

Scr_bytes_ratio 65

Std_num_proc/s 56

Des_bytes_ratio 56

Login_attempt 51

Avg_nice_time 51

Des_pkts_ratio 50

byte_rate 50

Conn_state 49

Total_bytes 39

FIN or RST 38

is_with_payload 38

OSSEC_alert_level 28

Avg_user_time 27

Scr_packts_ratio 25

Avg_wtps 25

Protocol 23

Avg_system_time 22

Std_num_cswch/s 20

(continued)
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Table 1. (continued)

Feature Feature Importance Value

is_SYN_ACK 18

total_packet 17

Avg_ldavg_1 17

Avg_kbmemused 16

Std_ldavg_1 15

Des_pkts 15

Avg_rtps 14

Succesful_login 12

Std_user_time 12

Avg_iowait_time 10

OSSEC_alert 9

Process_activity 9

Std_kbmemused 8

Avg_tps 8

Std_nice_time 8

Std_tps 7

Std_system_time 7

is_pure_ack 7

File_activity 4

Std_rtps 4

Std_wtps 3

Std_ideal_time 3

Avg_ideal_time 3

Before the training phase, the dataset is divided into two halves such that the ratio of

train-to-test data is 7:3. For evaluating the training process of the model, each time it has

to be trained from scratch, without utilizing the training results from previous attempts.

This process is termed as cross validation. The conclusion of better model can be driven

from the result of this cross-validation process. The learning curve, which depicts how

well the model is trained, is calculated using the training dataset. The cross validation

learning curve, which is created from the validation dataset and shows how effectively

the model generalizes, Fig 4 shows the learning curve for SGDClassifier. This learning

curve is developed with yellowbrick package. From the graph, we can infer that the

cross-validation score is below the training score and both the scores are higher. This

indicates that the model doesn’t result in overfitting or underfitting.

After training the SGD model with alpha value 0.01, a completely new set of data is

given for testing the model. To evaluate the effectiveness of the model, a confusion matrix
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Fig. 4. Learning Curve

is utilized. This matrix is divided into 2 dimensions as the output value is either attack

or normal. This matrix shows how good the model does the prediction or classification

work.

• True Positive (TP): Predicting true as true

• True Negative (TN): Predicting false as false

• False Positive (FP): Predicting false as true

• False Negative (FN): Predicting true as false

Figure 5 illustrates the confusion matrix. The confusion matrix indicates that the TP

(126,224) and TN (43,085) counts are much higher than the FN (217) and FP (76,480)

counts, which implies that the model performs better. Accuracy is the calculation of true

class predictions over total data, i.e. (TP+TN)/total observations. The proposed model

outperforms other models discussed in Sect. 2 and yields the accuracy score of 93.50%.

Fig. 5. Confusion Matrix
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7 Conclusion

Since IIoT is a resource-constrained environment, training and classification algorithms

should produce higher accuracy by using fewer resources. We must implement an algo-

rithm that meets the requirements of minimal resource consumption and high accuracy

because resource usage directly influences algorithm performance. SGD satisfies both

the conditions. As SGD uses single training sample, it is easier to fit in the memory and is

computationally fast in handling large datasets. A protocol anomaly detection framework

is proposed which uses a combination of LGBM and Stochastic Gradient Descent algo-

rithms. The experimental results demonstrate that the proposed model beats alternative

approaches by achieving accuracy of 93.50%.
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Abstract. Informatics is an interdisciplinary and valuable field of study dedi-

cated in various information related tasks viz. collecting, selecting, organizing,

processing, managing as well as disseminating of contents and information using

appropriate technologies. The application and merging of Informatics with other

domains and fields have been development some of the other domains and fields

like Bio Informatics, Health Informatics, Geo Informatics, Agricultural Informat-

ics, and so on. Further, Agricultural Informatics or Agro ICT is the merger of

‘Agricultural Science’ and ‘Informatics/Information Science’. Agricultural Infor-

matics is dedicated to designing, developing and modernizing Agricultural systems

and practices with the help of ICT. Various technologies have already being used

in agricultural activities such as basic computing tools, and also other IT compo-

nents viz. Software Technologies, Network Technologies, Multimedia Technolo-

gies, Web Technologies, Database Technologies in recent past, and many other

emerging technologies also employing in better and healthy Agricultural Practice.

Furthermore, in the current context, many countries have initiated ICT in Agricul-

tural Systems and there are progressive scenarios. Though some of the issues and

challenges are also being treated as an obstacle in certain contexts and this work

is about the Agricultural Informatics with reference to the importance and finding

the issues, challenges of ICT in Agricultural Systems with proper solutions in

Agricultural Systems.

Keywords: Agricultural Informatics · Agro ICT · Digital Agriculture · Smart

Agriculture · Development Studies

1 Introduction

The main feature of Agricultural Informatics is it is not only modern field of study but

also very much dynamic, and being associated with the technologies, information and

various concern of agriculture. As a field of study, it is called as Agricultural Informatics

but in general, it is also referred to as ICT Applications in Agriculture, IT in Agricultural

Development. Some of the common nomenclature and name of Agricultural Informat-

ics are includes AIT (Agricultural Information Technology), Agricultural Information
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Systems (AIS), and Agricultural Communication Technology (ACT), etc. Agricultural

Informatics is talked about the applications of the Informatics and IT applications in the

Agriculture and allied fields [4, 29]. Agricultural Informatics, therefore, uses various

technologies of Informatics and IT components viz.—

• Software Technologies

• Network Technologies

• Database Technologies

• Web Technologies

• Multimedia Technologies and so on.

Internationally not only developed countries but also many developing countries

have started practice with the Agricultural Informatics. Many organizations, ministry of

many Governments, institutions, agro related associations and firms are engaged with the

Agricultural Informatics practice or ICT Applications in Agriculture and allied domains.

Though it has many benefits but it also concerning with various issues and challenges [6,

11, 38]. Overcoming of such issues can lead to a developed and sustainable agro system

perfectly. Agricultural Informatics is an amazing interdisciplinary professional subject

dedicated in development of proper agricultural systems for the modern and smarter

agricultural practice.

2 Objective and Novelty of the Work

Most of the existing work is done related to the Agricultural Informatics or Agricultural

Information Technology related to design, developing a model on smart agricultural

production, smart agricultural development, and smart crop production while present

work entitled ‘Agricultural Informatics & ICT: The foundation, issues, challenges and

possible solutions—A Policy work’ is a policy work and completely theoretical in nature.

Further this work is mainly dedicated to the following (but not limited to)—

• To gather about the foundation of Agricultural Informatics emphasizing its core

features and attributes briefly.

• To find-out the importance and significance of developing digital or smart agricultural

systems using Agro Informatics.

• To find out the issues and core challenges in respect of practicing Agricultural Infor-

matics including other subjects dedicated in ICT/ IT in the context of Agricultural

Sector.

• To learn the possible suggestions in regard to the core issues and challenges better

and effective practice and uses of Agricultural Informatics in the light of developed

and developing countries.

Therefore this work is suitable for the educationalist, administrators, policy makers

and researchers to gather information about the Agricultural Informatics specially on

issues and possible solutions.
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2.1 Methodology

The proposed work is based existing work and therefore theoretical in nature. This work

is conceptual and prepared upon studying existing topics and research work and thus dif-

ferent secondary sources have been analyzed and reported here. Various journals related

to the agricultural sciences, Agricultural Informatics, ICT and Computing Applications

have been analyzed and reported. Review of last five year’s work specially put on impor-

tance while preparing this research work. General Google search also being used while

doing this work, and for this common keywords considered as ‘Agricultural Informatics’,

‘ICT in Agriculture’, ‘Issues in Agro Informatics’.

3 Agricultural Informatics: The Foundation and Enhancement

Agriculture is valuable and important everywhere. Agriculture also has an economic

role and treated as a tool for development and in this regard, Agricultural Informatics

is dedicated to healthy ICT based Agriculture Sector promotion. Initially, Agricultural

Informatics meant for only Computer and ICT Applications in agricultural information

management but now it is beyond such practices and include applications of various

sub-areas of emerging technologies (of ICT) viz.—

• Data Analytics and Big Data Management.

• Virtualization and Cloud Systems.

• Effective Statistical Systems and Applications.

• Internet of Things, and Web of Things.

• Advanced and Intelligent Converged Network.

• Usability Engineering and UXD.

• Interaction Techniques with 3D Graphics.

• HCI and Human Centered Computing.

• Wireless Sensor Network (WSN)

• Multimedia Systems and Database

• Effective and advanced Satellite communication and Technology etc.

Therefore this is in many universities, Agro Informatics and allied branches become

a program of study, internationally with Bachelors, Masters, and Doctoral Degrees. The

most common nomenclatures are Agricultural Informatics, Agricultural Information

Technology [1, 9, 33].

Herewith the help of Agricultural Informatics developing and undeveloped countries

may engage in employment generation. Farmers are suffered from various aspects in

respect of Agriculture such as heating, flood, cold, situation of drought, managing and

assuring from the insect, proper pest infestations, and managing and finding diseases

from the general weather and also from the climate change, etc. and in this regard,

Agricultural Informatics practice can be considered as important and valuable. Skilled

manpower in modern agriculture or cultivation methods is the need of the hour with

reference to the skills of Computing and IT. Agro Informatics is nicely effective in

modern agricultural practice with modern computational support and indirectly can be

helpful in various aspects viz. in security of the food, proper and actual need of the

nutrition, in managing effective global trade, in advanced technological development
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and systems, ecological and environmental concern; and Agro Informatics is needed

in directly and indirectly. Strategically Agro Informatics is needed in strengthening

agricultural systems and its development—

• Input of Agricultural Systems

• Output of the Agricultural practices and systems

• Proper and effective Agricultural System’s integration

• For effective Agricultural Business and Marketing

• For Healthy Agricultural Systems development including Post Production

• In Easiest Agro Transportation

• For the concern of real and required concern of security of the foods.

• For effective and advancing in Agricultural Systems development

• In better Agro based Value-chain development.

• Regarding proper and healthy climate related concern [2, 10, 31].

Various technological subjects and fields like ICT, Informatics, Information Science

and Technology, IT, Advanced Computation Sciences, etc. are important in effective

Agricultural Informatics practices and development. With the Agro Informatics agricul-

ture systems development can be developed effectively with pre production and post

production activities. Further, it is needed in the healthy development of the global

innovations in the field of agriculture including its productivity, effective economic

development including social concern, etc. IT/ Computing is a core of the Agricultural

Informatics and therefore educated in the field will be able in various other jobs related

to the science or technology. Therefore it is the high time for the healthy agricultural

dynamism in the country. Agricultural Informatics including other allied branches, Agri-

culture Sciences with knowledge and skilling in Agriculture is the need of the hour and

required for the healthy development of Agricultural Systems. Below mentioned areas

are important in effective healthy Agricultural Informatics promotion—

• Proper skilling and knowledge of emerging technologies.

• Agriculture related knowledge.

• Communication for effective pre and post Agro activities.

• Entrepreneurship skills for Agro Business.

• Required leadership tech and managerial aspects of Agriculture Management and

allied areas, etc.

Agricultural Informatics is dedicated to Increases Efficiency using proper and effec-

tive monitoring of farming and cultivation including agricultural production management

due to real time data and information gathering [7, 20, 36].

Expansion is another benefit of the Agricultural Systems and also in smart closed-

cycle agricultural systems; and in Cleaning and Purity of Agro Space, Agro Informatics is

a good tool for the development of the agricultural activities such as managing pesticides

and fertilizers, etc. Agricultural Informatics required in Quicker Agricultural Systems

using robotics, artificial intelligence, data analytics, etc. As far as Healthy & Quality

Production of Agriculture is concerned Agro Informatics is the need of the hour due to

uses of high end IT and Computing support viz. Aerial drone monitoring systems, etc.

The Livestock Management is helpful in some of the activities of agro post production

activities such as marketing, agro business promotion, etc. [3, 13, 37].
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4 Core Issues

As an interdisciplinary field of study and practice Agricultural Informatics, though it

offers many opportunities but at the same time it is concern with huge challenges and

issues. Though, with solving such issues Agricultural sector can be more developed,

intelligent and prosperous. The following are major issues (also refer Fig. 2) mentioned.

4.1 Education and Manpower: Issues

Agricultural Informatics is field interdisciplinary in nature and practicing domain and

composed of various areas viz. Agricultural Science, Information Science, Computing

and Management. Further Agricultural Informatics also deals with the aspects of the

Environment, Sociology and Mathematical Sciences. But it is worthy to note that the

proper manpower in the field is still limited than the requirement [12, 18, 39]. Only a

few universities offer degrees and the majority are in Science and Engineering streams.

Additionally, there is a limitation in proper research manpower in Agricultural Informat-

ics and it is throughout the world. Moreover, there is a limitation in skilled manpower

in the field with basic operational activities of Agricultural Information Technology.

4.2 Implementation of the Technology: Issues

Agricultural Informatics is technologically focused and here apart from basic technolo-

gies other emerging technologies also considered as important; and such technologies

changing rapidly and therefore there is an issue of proper implementation of such tech-

nologies into existing systems. Among the technologies, a few important are Big Data

Systems, Virtualization and Cloud Systems, Statistical Systems and Management, Web

of Things and Internet of Things, Advanced Converged Network, Wireless Sensor Net-

work, UXD and Usability Engineering, Usability Systems and Interaction Systems, HCI

and Human Centered Computing, Multimedia Systems and Database and so on. Proper

integration is an important issue to look after [5, 14, 35].

4.3 Financial and Monetary: Issues

Finance is the most important and valuable in all kinds of contexts and sectors. Regarding

Agricultural sector and space is concerned proper and required financial involvement

is important in different stages including crops, harvesting, plants, irrigation, soil and

land management, marketing and agro business and so on. Apart from these in man-

power billing also finance is most important. Agricultural Informatics and Agro ICT is

concerned with initial financial involvement in technology and equipment purchasing,

technological maintenance, skill development and training program initiation, technol-

ogy transfer and so on [5, 40, 41]. The emerging technologies need costly software and

hardware involvement and therefore proper budgeting is required. But in developing

countries, small firms and low and financially weak farmers—this is an important issue.
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4.4 Digital Divide: Issues

Digital Divide is about the divide of the technology in respect of tools, services, equip-

ment, technologies among the have and haven’t. Digital Divide is an important issue in

Agricultural Informatics as it involves with huge digital and technological involvement.

In many countries, it is an important issue that due to the already alarming Digital Divide

issue the Agricultural Informatics program been unsuccessful [8, 15].

Fig. 1. Emerging Technologies in traditional Agro IT resulting more advance Agro Systems

In developing countries, it is an important issue. The less availability of the technolo-

gies, products, IT services viz. Internet connections, broadband, etc. also Agricultural

Informatics initiation becomes difficult [17, 32]. Refer Fig. 1 regarding their role into

Agriculture [34].

4.5 Government Support: Issues

The Governmental Support is very important and urgent for fulfillment of any mission,

agenda, scheme and technological implementation in anykind of sector, and regarding

Agricultural Informatics support from the Government is important and it is noted that

in technological implementation, in proper funding and budget allocation, in technology

transfer, in proper policy formulation and their solid implementation there are lack of

Governmental support.

4.6 Awareness and Literacy on Agro Informatics: The Issues

As Agricultural Informatics not only a practicing field but also an interdisciplinary

subject and therefore proper awareness is the need of hour and required. Agricultural

Informatics holds various benefits and advantages and key mover in smarter agricultural

development and digital agricultural development. The lack of awareness is an important

issue and here it is worthy to note that proper and lack of initiative in this regard. The lack

of initiative is noted from the Government, Farming Companies, Farmers, Agricultural

Associations, etc. [16, 22, 28].
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4.7 Skill Development: Issues

Agricultural Informatics is changing rapidly. Initially only core technologies are consid-

ered important in healthy Agricultural Informatics practice but gradually other technolo-

gies have emerged such as Data Analytics and Big Data Management, Virtualization and

Cloud Systems., Effective Statistical Systems and Applications, Internet of Things, and

Web of Things, Advanced and Intelligent Converged Network, Usability Engineering

and UXD, Interaction Techniques with 3D Graphics, HCI and Human Centered Com-

puting, Wireless Sensor Network (WSN), Multimedia Systems and Database, Effective

and advanced Satellite communication and Technology. Therefore, there is a lack of

Agricultural Informatics practice with such technologies. Further the skill development

program for the farmers, re-enhancement and skilling also important concern and there

is a gap on such in developing countries and in some context in the developed coun-

tries as well. The short term program, training program are limited in most of countries

according to the study [19, 21, 34].

Fig. 2. Major Issues in healthy Agro ICT practice
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4.8 Environment, Locality and Awareness: Issues

Agricultural Informatics is associated with various issues related with the environment

and ecology. Since Agriculture is connected with the environment therefore Agricul-

tural Informatics deals with various issues on environment viz. wider uses of computing

devices, harmfulness of the IT and Computing devices. There are issues like localiza-

tion, awareness in community and root level of the society also important issue noted

according to this study.

4.9 Policies, Framework and Regulations: Issues

Various technologies and systems of Agricultural Informatics required in Agriculture,

Environment, Society and so on. Though the shortage of policies, rules and regulations

are can be noted with important concern. The issues can be noted with Governmen-

tal Ministries, Departments, Educational Institutes and Universities, Research Centers,

Agricultural Associations in respect of proper policies, guidelines, and frameworks.

4.10 Existing and New Technological Integration: Issues

Some of the technologies such as Software Systems & Technologies, Network Sys-

tems & Technologies, Multimedia Systems & Technologies, Web Systems & Technolo-

gies, Database Systems & Technologies treated as most vital. Though the issues are

also be noted on emerging technologies on finance, technological integration, proper

technical knowledge on uses and implementation, and so on.

4.11 Technological Development and Cycling: Issues

Emerging technologies such as Data Analytics and Big Data Management, Virtualiza-

tion and Cloud Systems, Internet of Things, and Web of Things, Advanced Converged

Network, Usability Engineering and UXD, Interaction Techniques with 3D Graphics,

HCI and Human Centered Computing, etc. needs proper cycling and uses. But such

issues not only noted in the developing world but also in the developed world in some

context [7, 23, 27].

5 Proposed Solutions

Agricultural Informatics since a broad, interdisciplinary field and practicing area and

rising internationally, therefore, increasing its uses. It is a fact that the issues can be solved

with proper remedies and therefore herewith few suggesting measure and possibilities

are mentioned as under (also refer Fig: 3)—
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5.1 Education and Manpower: Proposal

Agricultural Informatics program can be started easily with proper initiation at different

existing levels at the different universities where computing, IT and other allied branches

exit as a specialization. Further, Agricultural Informatics can also start in agricultural

sciences, ecology and environment, horticulture related departments as a specialization

of Agricultural Informatics such as AIT (i.e. Agricultural Information Technology),

Agricultural Information Systems, Smart and Digital Agriculture and so on. Further in

other streams viz. Management, Commerce and Business also Agricultural Informatics

can be started with a special focus on Agricultural Information Technology Management.

For the low end personnel and farmers short term skill based certificates, diplomas, etc.

can be started.

5.2 Implementation of the Technology: Proposal

The involvement of the technologies in Agricultural Informatics practice can be solved

out by using proper strategies and feedback. Different kinds of technological imple-

mentation can be solved with the initiation of the proper patches, firewalls, utilities,

proper evaluation also consider as important in healthy Agricultural Informatics prac-

tice. Emerging technologies viz. Data Analytics and Big Data Management, Virtualiza-

tion and Cloud Systems, Internet of Things, and Web of Things, Advanced Converged

Network, Usability Engineering and UXD etc. need to implement accordingly and as

per changing trends with proper and skilled manpower only.

Fig. 3. Proper solutions to the issues of Agro Informatics practices in Developing Countries
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5.3 Financial and Monetary: Proposal

The issues related to finance can be solved with proper financial support from the Gov-

ernment, Associations and Organizations related to Agriculture, Development and Tech-

nologies. Furthermore, budget allocation is also important and urgent in solving financial

issues. Developing countries need proper steps and policy formulation regarding tech-

nological purchasing and others involved with the Agricultural Informatics. The loan

facilities can also be good solutions from the concerned or allied ministry, departments

of association; not only from the concerned country but also international bodies.

5.4 Digital Divide: Proposal

In successful Agricultural Informatics practice, Digital Divide is really important con-

cern. This problem is very much pertinent in the developing countries. However, in

developed countries also in certain areas, contexts, communities and localities Digital

Divide can be considered as important concern and need to resolved by the proper initia-

tive, technological gap fulfillment, training of the common people, people involved with

the Agricultural Systems and so on. Furthermore, for healthy Agricultural Informatics

practice services providers also need to act properly.

5.5 Government Support: Proposal

Government of each and every country is engaged with social services and other allied

activities. Various projects, initiatives are the core of the ministries and departments of

Governments of every country. Regarding effective Agricultural Informatics practice a

proper and healthy support is always welcome and required routine wise. The modifi-

cation, evaluation of the existing policies, projects also need to re-implement from time

to time.

5.6 Awareness and Literacy on Agro Informatics: Proposal

Proper and healthy awareness is also important to enact Agricultural Informatics prop-

erly. Different associations, organizations, universities and Higher Educational Institutes

(HEIs) and others should engage in healthy and proper awareness programs, training

programs, exhibitions and extension services, etc. Government and concerned Ministries

also may hold proper steps and initiation on real Agricultural Informatics practice by

different means. Here farmers can also come under basic literacy and computer literacy

if needed.

5.7 Skill Development: Solutions

Agricultural Informatics as a field combing two major fields therefore skill development

is very important and required for healthy ICT applications in Agriculture. Here basic

skill development can be offered with certificate, diploma and short term training pro-

gram for the farmers, and also Agro Organization personnel for basic marketing and

other allied activities using IT and Computing. Skill Development drive can also be
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offered by the departments, training organizations, universities, even concern agro firms

for enhancing ICT in Agriculture. Further, a basic mobile based tutorial can also be

effective in this regard [25, 26, 33].

5.8 Environment, Locality and Awareness: Proposal

As Agricultural Informatics deals with Environmental issues especially by the computing

and allied products therefore it is suggested to use only the computer, technologies and

machines which are less harmful to the environment. Further,as in different communities

and locality, there may be an unwillingness in Agricultural Informatics practice therefore

proper awareness schemes must be initiated by different stakeholders.

5.9 Policies, Framework and Regulations: Proposal

It is worthy to note that proper policies, regulation and frameworks at par the requirement

of the concerned countries, territories and requirements are a must. Agricultural Infor-

matics as deals with interdisciplinary facets and professional practice attributes therefore

study needs proper policies and framework and this can be possible or initiated by the

concerned government, administration, universities and higher educational institutions,

agricultural institutes and associations.

5.10 Existing and New Technological Integration: Proposal

The new technologies are important and need of the hour. Agricultural Informatics

or Agro ICT is required proper integration of newer technologies with the existing.

Therefore, timely and frequent checking on existing technologies and systems with the

integration of new ones should be provided as per the need and requirement.

5.11 Technological Development and Cycling: Proposal

Technological development is very much important in the Agricultural Informatics prac-

tice. Hence the involvement of the latest technologies such as Data Analytics and Big

Data Management, Virtualization and Cloud Systems, Internet of Things, and Web of

Things, Advanced Converged Network, Usability Engineering and UXD etc. should be

offered at par with the other developed countries if possible, by ensuring possible means.

Cycling is also very important and expected [6, 17, 30].

6 Conclusion

Agricultural Informatics is fully technology driven with basics of Computing Technolo-

gies and all the components of the Information Technologies and emerging components

Data Analytics and Big Data Management, Virtualization and Cloud Systems, Internet

of Things, and Web of Things, Advanced Converged Network, Usability Engineering

and UXD, Multimedia Systems and so on. Therefore, Agricultural Informatics can be

able in bringing of latest technologies and which may come with issues and challenges
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as well. The issues viz. Technological implementation, development of technologies,

environmental issues, financial issues, awareness and skill development can be resolved

with the initiation of proper planning, interest, policy and framework formulation and

their solid implementation throughout and whenever needed. As far as developing and

developed countries are concerned Agro Informatics is very important and effective but

in many context proper initiation and steps are missing in some context, and it is the

need of the hour regarding healthy and effective smart agricultural system development

with sustainability.

References

1. Abbasi, A.Z., Islam, N., Shaikh, Z.A.: A review of wireless sensors and networks’ applications

in agriculture. Comput. Stand. Interfaces 36, 263–270 (2014)

2. Adão, T., et al.: Hyperspectral imaging: a review on UAV-based sensors, data processing and

applications for agriculture and forestry. Remote Sens. 9, 1110 (2017)

3. Adetunji, K.E., Joseph, M.K.: Development of a cloud-based monitoring system using 4duino:

applications in agriculture. In: International Conference on Advances in Big Data, Computing

and Data Communication Systems (icABCD), pp. 4849–4854. IEEE (2018)

4. Ahmad, T., Ahmad, S., Jamshed, M.: A knowledge based Indian agriculture: with cloud

ERP arrangement. In: International Conference on Green Computing and Internet of Things

(ICGCIoT), pp. 333–340. IEEE (2015)

5. Aubert, B.A., Schroeder, A., Grimaudo, J.: IT as enabler of sustainable farming: An empirical

analysis of farmers’ adoption decision of precision agriculture technology. Decis. Support

Syst. 54, 510–520 (2012)

6. Babu, S.M., Lakshmi, A.J., Rao, B.T.: A study on cloud based Internet of Things: CloudIoT. In

2015 Global Conference on Communication Technologies (GCCT), pp. 60–65. IEEE (2015)

7. Balamurugan, S., Divyabharathi, N., Jayashruthi, K., Bowiya, M., Shermy, R.P., Shanker, R.:

Internet of agriculture: applying IoT to improve food and farming technology. Int. Res. J.

Eng. Technol. 3, 713–719 (2016)

8. Bauckhage, C., Kersting, K.: Data mining and pattern recognition in agriculture. KI-

Künstliche Intelligenz 27, 313–324 (2013)

9. Channe, H., Kothari, S., Kadam, D.: Multidisciplinary model for smart agriculture using

internet-of-things (IoT), sensors, cloud-computing, mobile-computing & big-data analysis.

Int. J. Comput. Technol. Appl. 6, 374–382 (2015)

10. Gill, S.S., Chana, I., Buyya, R.: IoT based agriculture as a cloud and big data service: the

beginning of digital India. J. Organ. End User Comput. 29, 1–23 (2017)

11. Gómez-Chabla, R., Real-Avilés, K., Morán, C., Grijalva, P., Recalde, T.: IoT applications

in agriculture: a systematic literature review. In: Valencia-García, R., Alcaraz-Mármol, G.,

del Cioppo-Morstadt, J., Vera-Lucio, N., Bucaram-Leverone, M. (eds.) CITAMA2019 2019.

AISC, vol. 901, pp. 68–76. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-107

28-4_8

12. Goraya, M.S., Kaur, H.: Cloud computing in agriculture. HCTL Open Int. J. Technol. Innov.

Res. 16, 2321–1814 (2015)

13. Guardo, E., Di Stefano, A., La Corte, A., Sapienza, M., Scatà, M.: A fog computing-based

iot framework for precision agriculture. J. Internet Technol. 19, 1401–1411 (2018)

14. Martin, H.: The bad news is that the digital access divide is here to stay: Domestically installed

bandwidths among 172 countries for 1986–2014. Telecommun. Policy 40, 567–581 (2016)

15. Holster, H.C., et al.: Current situation on data exchange in agriculture in the EU27 &

Switzerland. agriXchange, pp. 1–15 (2012)

https://doi.org/10.1007/978-3-030-10728-4_8


Agricultural Informatics & ICT 59

16. Kamble, S.S., Gunasekaran, A., Gawankar, S.A.: Achieving sustainable performance in a

data-driven agriculture supply chain: a review for research and applications. Int. J. Prod.

Econ. 219, 179–194 (2020)

17. Kajol, R., & Akshay, K. K.:Automated Agricultural Field Analysis and Monitoring System

Using IOT. International Journal of Information Engineering and Electronic Business. 11, 17

(2018)

18. Khattab, A., Abdelgawad, A., Yelmarthi, K.: Design and implementation of a cloud-based

IoT scheme for precision agriculture. In: 28th International Conference on Microelectronics,

pp. 201–204. IEEE (2016)

19. Liu, S., Guo, L., Webb, H., Ya, X., Chang, X.: Internet of Things monitoring system of modern

eco-agriculture based on cloud computing. IEEE Access 7, 37050–37058 (2019)

20. Manos, B., Polman, N., Viaggi, D.: Agricultural and environmental informatics, governance

and management: Emerging research applications. In: Z. Andreopoulou (ed.). IGI Global,

Pennsylvania (2011)
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Abstract. Identification of plant diseases and their early intervention has a great

role to play in the horticulture industry. The traditional methods adopted by farm-

ers’ may be time-consuming, costly, and occasionally wrong. With the advent of

machine learning, it is now possible to address this issue with lightening speed. In

this paper, we attempt to present the best approach suitable for detecting plant leaf

diseases specific to guava (Psidium Guajava) tropical plant. We offer a suitable

deep convolution neural network (CNN)-based method for diagnosing guava leaf

illnesses in order to achieve the diagnosed output. The effectiveness of treatments

depends on accurate disease diagnosis. The use of image processing in place of

manual or visual detection of Guava leaf diseases alleviates the challenges, time

commitment, and inaccuracies that would be encountered.

Keywords: Computer Vision · Machine Learning · Plant Diseases · Deep

Learning · Image Processing

1 Introduction

Numerous guava plant diseases are significant elements that lower the amount, qual-

ity, and economic impact of production while still providing outstanding nutrients and

minerals for human health. Humanity can benefit from enhanced immunity, improved

vision, better control of diabetes, treatment for diarrhea, and stimulation of cognitive

function, in addition to better oral, heart, thyroid, and skin health. Plant and leaf diseases

are difficult, sluggish, and inaccurate to diagnose manually. Therefore, the current work

makes an effort to identify the leaf samples using image processing in accordance with

the five plant disease classes taken into account, which are Viburnum Chindo, Algal Leaf

Spot, Rust, Curl, and Powdery Mildew as described in Table 1. The first crucial step in

conducting a successful analysis is thus to get images of fruits and vegetables. Qualita-

tive characteristics like colour and texture has to be also considered. These features from

the sensor in the fruit picture collection are also influenced by illumination. Large-scale

automatic fruit and vegetable monitoring may result from disease detection for fruits and

vegetables using computer vision. This makes it easier to address specific risks before

they affect real yields, such as the requirement to apply fertilizers to speed up growth.

For e.g. yellowing leaves fall off the trees early leading to poor growth. Image processing

along with machine learning techniques can be applied to a diseased plant leaf picture

to make a machine understand its disease class and accordingly provide solutions to the

farmers and cultivators for their early intervention and eventually protect the plant from

further damage.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024

P. Das et al. (Eds.): AMRIT 2023, CCIS 1954, pp. 61–69, 2024.

https://doi.org/10.1007/978-3-031-47221-3_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47221-3_6&domain=pdf
https://doi.org/10.1007/978-3-031-47221-3_6


62 N. James et al.

Table 1. List of guava leaf diseases considered

Guava leaf disease Images

1. Canker

2. Munnification

3. Rust

4. Dot

5. Healthy
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2 Literature Review

P. Perumala , Kandasamy Sellamuthub , K.Vanithac , and V.K. Manavalasundaramd et al.

2021 [8] to identify several guava plant species, color histogram equalization and the

unsharp masking technique were used. Use of deep convolutional neural network-based

data augmentation is part of this method (DCNN). There are now nine altered plant photos

thanks to nine 360-degree viewpoints. Innovative categorization networks were then fed

with these improved data. Before processing, the proposed approach was normalized.

The experimental analysis included data on guava illness that was locally acquired in

Pakistan. SqueezeNet, GoogleLeNet, and five different neural network topologies are

combined in the proposed study to identify different guava plant species. ResNet-101,

which had a classification accuracy of 97.74%, generated the greatest results, according

to the experiment’s findings.

Swarn Avinash Kumar, Talha Meraj, Hafiz Tayyab Rauf et al. 2021 [10] the use

of color histogram equalization and the unsharp masking technique to identify several

guava plant species. This technique makes use of data enhancement based on deep

convolutional neural networks (DCNN). Nine views from 360 degrees were used to

increase the number of altered plant images. Afterward, this improved data were fed

into cutting-edge classification networks. The suggested method was normalized before

processing. A locally acquired Pakistani dataset on guava disease was used for the

experimental investigation. The proposed study uses SqueezeNet and GoogLeNet along

with five neural network topologies to recognize various guava plant types. The results

of the experiment showed that ResNet-101, with a classification accuracy of 97.74%,

produced the best outcomes.

Ahmad Almadhor , Hafiz Tayyab Rauf 2, Muhammad Ikram Ullah Lali et al. 2021 [6]

recommended technological solutions For crop fields to remain productive, diseases in

plants must be automatically detected as soon as they manifest on the plants’ leaves and

fruit. A system powered by artificial intelligence (AI) is described in this paper to iden-

tify and categorize the most prevalent guava plant diseases. The suggested framework

uses 4E colour difference image segmentation to separate the diseased areas. Addition-

ally, colour (RGB, HSV) histogram and textural (LBP) features are used to generate

rich, useful feature vectors. While disease recognition is carried out by using sophis-

ticated machine learning classifiers, colour and textural data are combined to identify

and achieve equivalent results compared to 8 individual channels (Fine KNN, Complex

Tree, Boosted Tree, Bagged Tree, Cubic SVM). On a high-resolution (18 MP) image

dataset of guava leaves and fruit, the suggested framework is assessed. With 95% accu-

racy in identifying four guava fruit diseases (Canker, Mummification, Dot, and Rust)

against healthy fruit, the Bagged Tree classifier produced the best recognition results.

The suggested approach might assist the farmers in preventing potential production loss

by exercising early vigilance.

A S M Farhan Al Haque; Rubaiya Hafiz; Md. Azizul Hakim; G. M. Rasiqul Islam

et al. 2020 [9] A system for the diagnosis of guava disease and the provision of remedial

suggestions is proposed in a paper using convolutional neural networks (CNNs). They

have gathered pictures of guava from several Bangladeshi districts that have been free

of anthracnose, fruit rot, and canker as well as guava that have all three diseases. The

third model, which had an accuracy of 95.61%, surpassed the other two in this study’s
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application of three CNN models. Performance criteria such as precision, recall, and F1

score are assessed and proven to produce excellent results for rigorous experimentation.

Harshal Waghmare and Radha Kokare 2016 [7] Technologies for leaf texture pattern

analysis and plant disease analysis are suggested. This work is based on a technique for

identifying grape leaf disease. After context removal, the device is employed as the input

for segmentation on a single plant leaf. A high-pass filter for the leaf is used to assess the

image segmentation of the diseased component. It is possible to obtain a unique sectional

leaf texture. An excellent texture model is offered by locally based fractal features that

are nature invariant. Each distinct sickness would have a different feel. The extracted

texture pattern is subsequently graded using a multiclass SVM. For the processing of

automated DSS (Decision Support Systems) and farmers, readily available multiclass

SVM implementations are developed to identify the diseases observed in grape plants.

The high pass filter is used to observe the sick area of the leaf as the scheme segments

and examines a single leaf. A segmented leaf texture function that is invariant locally in

nature is then retrieved using fractals, and the strong texture module is then provided.

The texture removed pattern is then designateded as an SVM designation for multiclass

in groups of classes that are either healthy or unwell, depending on the case.

Downy mildew and black, and red are the two main, often occurring diseases that are

the focus of the investigation. 9 The suggestion method accurately and promptly gives

farmers advice from agricultural specialists (96.6%).

Jitesh P. Shah et al. 2016 provide an analysis of several image processing and machine

learning techniques for recognizing ill plants from pictures. In addition to examining

various approaches, the publication also discussed important concepts in machine learn-

ing and image processing for identifying and classifying plant diseases. The breadth of

this investigation led to the inclusion of 19 document-based experiments on ailments

affecting plants, including those that harm rice, fruit, and other crops. Scale, lack of

groups, preprocessing, technological segmentation, styles, classifier accuracy, and other

factors affecting the collection of image data were all taken into account. It also used

the poll to do additional research, enhance the identification, and classify a variety of

rice-related diseases.

3 Proposed Plan

Adequa P. Perumala, Kandasamy Sellamuthub, K.Vanithac, and V.K. Manavalasun-

daramd et al. 2021 suggests a philosophy for recognizing guava leaf maladies early and

precisely using image preparation techniques and Support Vector Machine (SVM). The

suggested framework includes the following steps: prepreparing an image, segmenting

it, clustering it using k-means, and extracting data using a grey level co-occurrence

matrix (GLCM). The SVM classifier is then used to classify the image. In contrast to the

current framework, the suggested framework essentially detects plant leaf disease at an

early stage and increases accuracy to 98.17%.We are first building a model to diagnose

the condition using just an image of a guava leaf and propose treatment alternatives by

identifying guava leaf diseases with deep learning classification techniques and machine
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learning models. To design a programme that displays to the user the ailment that has

been identified and its associated therapies.

Methodology of the Model

Machine learning is essential to the automation of many different systems. With that goal

in mind, the proposed framework was designed using machine learning approaches, and

we are currently working to detect diseases from plant leaf photos. This process entails

a number of processes, each of which can be outlined as follows.

Step 1: Pre-processing an image. The stage of the framework where we resize the

photographs is really important.

Step 2: Create a model with CNN: Convolutional neural networks are used as the

deep-learning technique more frequently for picture classification and image identifi-

cation. The best benefit of employing deep learning algorithms is that deep learning

automates the process of extracting image features. The structure of CNNs allows for

the mapping of visual data (or 2D multidimensional data) to output variables (1dimen-

sional data). Since it has been demonstrated to be so effective, they are prepared to utilize

it for any type of data prediction, including image classification. As a starting point, we

use VGG-16.

Step 3: Training data from the processed data. The training data will be derived from

the data that has been processed.

Step 4: Testing Data: The testing data, which classifies the disease’s health and

determines whether it is healthy or not, will also be obtained from the processed data.

Step 5: Assess performance.

We have used two popular CNN architecture, namely ResNet50V2 and VGG19.

Firstly we collect the dataset from Kaggle and then labeled the images. Secondly we

preprocessed the images and imported the ResNet50V2 architecture from pre trained

model and then imported the VGG19 model. Lastly we evaluate the model using F1

score, accuracy score and confusion matrix. As of now we get an accuracy of 86%.

3.1 Experimental Analysis

Here, firstly we are developing a model and after that we will develop an app that can

detect the disease by just a picture of the guava leaf and also give back some remedies

for it. The guava leaf disease we are going to detect are:

1. Canker

2. Dot

3. Mummification

4. Rust

5. Healthy (Table 2)
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Table 2. Dataset Description

Disease Category Train Sample Test Sample Valid Sample

Canker 198 62 49

Dot 198 62 49

Mummification 198 62 49

Rust 198 62 49

Healthy 198 62 49

Total 990(80%) 310(20%) 248(20%)

We have taken the dataset from Kaggle data. This dataset consists of 1550 image

files of 5 different classes, namely canker, dot, mummification, Rust, healthy. We are in

the process of detection of diseases from plant leaf images involves vari ous steps and

each of those steps can be discussed as follows -

Step 1: Image Pre-processing

Step 2: Model design using CNN

Step 3: The training data will be obtained from the processed data.

Step 4: The testing data will also be obtained from the processed data, and it classifies

the disease.

Step 5: Evaluate performance

Metrics involves in evaluating the performance of the model are as follows:

Confusion Matrix

A confusion matrix, also known as an error matrix, in the field of machine learning

and specifically the issue of statistical classification, is a particular table structure that

enables visualization of the performance of an algorithm, typically a supervised learning

one (in unsupervised learning it is usually called a matching matrix). Both variations are

found in the literature. In the matrix, each row represents the cases in an actual class,

whereas each column represents the instances in a forecast class (Fig. 1).
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Fig. 1. Confusion Matrix

Accuracy Score: One parameter for assessing classification models is accuracy. The

percentage of predictions that our model correctly predicted is known as accuracy.

Accuracy is defined as follows in formal language.

Accuracy =
Number of correct predictions

Total number of predictions
(1)

For binary classification, accuracy can also be calculated in terms of positives and

negatives as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

where TP = True Positives, TN = True Negatives, FP = False Positives, and FN = False

Negatives

F1 score: By calculating their harmonic means, the F1-score integrates a classifier’s

precision and recall into a single metric. Comparing the effectiveness of two classifiers

is its main purpose. Assume classifier B has a better precision and classifier A has a

larger recall. In this situation, it is possible to tell which classifier yields superior results

by comparing their F1 scores. The F1-score of a classification model is calculated as

follows:

2(P ∗ R

P + R
(3)

P = the precision

R= the recall of the classification model
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4 Future Work

Due to its useful bio composites and previously mentioned traditional uses that promote

health, guava is a product with a wide range of applications. The existence of potential

plant compounds of interest to benefit people generates an exciting area of study, which

is constantly driven by demand from real human systems for the development of cir-

cular economies. The goal of developing value-added goods or techniques that exploit

underused biomass sources is a high-impact topic in several industries that will help to

address numerous nutritional, cosmetic, food, and environmental problems. This study

can be expanded to include a variety of additional guava diseases, including expanding

the dataset. To achieve even better results with a much larger dataset, transfer learning

techniques like MobileNet etc. can be used. To better differentiate between plant dis-

eases, we will grow our database. This expert system is thought to be more user-friendly,

practical, and the foundation for future ones.

It is intended to be made more accessible to users at all times and from any location

by adding more guava disorders.

5 Conclusion

Compared to traditional diagnoses, farmers can acquire the diagnosis quicker and more

precisely. This knowledge-based system offers an intuitive user interface and does not

require much training to utilize it. Many tasks can be completed through deep learning

more quickly and effectively. The ability to categorize images has improved thanks to

deep learning and model training on KAGGLE data sets. Difficult tasks, such as disease

identification in guava leaves, formerly required experts and a lot of effort. Users will be

able to identify the ailment in its earliest stages with the aid of this Android application.

We are working on the model and conducting a literature review in this phase, and in

different phase we will be implementing the performance evaluation in the model as well

as the application part. The proposed model achieved an accuracy of 84%. To manage

guava leaf diseases, it is important to implement several suggestive measures . in guava

leaf detection in machine learning the process involves collecting a diverse dataset of

guava leaf images preprocessing ,feature extraction and model training , the model is

trained and validated to detect guava leaf in new images
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Abstract. AttnGan – Attentional Generative Adversarial Network (GAN) is a

type of GANs that is used for text to image generation. Unlike other art models,

it focuses on fine-grained word level information and once the model is trained

by mapping the images and the corresponding text in the dataset, the model will

generate image part-by-part using the image description given by the user as an

input to the model. Current paper, focuses on the conversion of text into images

based on the description provided by the user. This enables them to translate their

ideas in the form of text into images of their required choices. The model is initially

trained by the description of the text and images and when the user provides the

text as an input to the system, it is used as a testing data. By analyzing the text

word-by-word, the respective images pertaining to the text is generated part-by-

part by considering the text description into account. This can heavily help the

users in a applications such as in editing aids, documental archives, etc.

1 Introduction

Images are basically the representation of external form of a person or thing in the formof

an art or in an artistic way. Images are a part of our daily lives. We see some beautiful

sceneries around us in our daily life or may be while travelling and capture images of

them [1, 2]. There are many people who are artistic by nature. They try to recreate the

situation or the experience by trying to generate the same scenery in the form of an art. Art

maybe of many types. Some artists prefer depicting their ideas in the form of a cartoon

art, and some prefer generating landscape arts which looks very much realistic [3, 4].

But some common people or average designers will be having ideas but are not able

to generate realistic images like other artists. So, our project will be aiming to provide

assistance to such people and designers by generating realistic images using simple

natural language text using Attentional Generative Adversarial Networks. There is good
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demand for system generated realistic images in various industries. For example, some

of the industries like photograph industry would use it to generate realistic photographs

as such. Or they might also use it for improving the resolution of a given image [5,

6]. The 3D modelling industries can also make use of it. They can generate realistic

human faces using this concept. People would always prefer an easier way to get things

done. And when a system can generate realistic images on its own, just based on visual

descriptions, the market would have a great demand for it. The main purpose of this

paper is to create a model which can help many industries like Art industry, Modelling

industry, Photography industry and many such industries and also normal people by

generating realistic images through the system based on the descriptions provided by

them about the image [7, 8]. This enables the former and the latter to truly achieve their

potential and goal and also save time even though they are unable to portray their innate

talents on a sheet of paper or as precised as a machine does. The concept of the paper

can be further extended to support a huge range of artists including authors, musicians

where the cover art can be generated based on the artists ”likes and dislikes. And this

can also assist other image and modelling industries to get better resolution images and

3D modelling designs. This can majorly aid them to lessen the burden that is required to

think of an idea and then create them on the concerned medium. Since the 3D modelling

and gaming industries, art and photo industries are all getting bigger day by day, it

became very important to create a system which can generate realistic images based on

textual description given about the image. New concepts like Generative Adversarial

Network became widely accepted for synthesizing images and videos. This model will

allow customer to get realistic system generated images as per what they desired. And

it will reduce the time consumption factor in an efficient manner to do the same if itwas

to be done manually [9, 10].

2 Problem Statement

Generative Adversarial Networks have gained prominent importance in the world today

wherein they are widely employed in a multitude of applications. The Problem Statement

for our project is Text to Image Generation with Attentional Generative Adversarial

Networks (AttnGAN). The AttnGAN can synthesize fine-grained details at different

subregions of the image bypaying attentions to the relevant words in the natural language

description. In addition,a deep attentional multimodal similarity model is proposed to

compute a fine-grained image-text matching loss for training the generator.

3 System Design

An Architecture diagram, basically represents the overall working of the model by

depicting different components in the project. So here initially, we get the data from

the dataset which consists of images and captions pertaining to these images [11, 12].

The data willbe given to the skip thought model during preprocessing. The job of skip

thought modelis that it encodes the sentences and extracts the semantic meaning of the

it and try to understand the context of it.
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Fig. 1. System Architecture Diagram

As shown in Fig 1, now this encoded data will be given to Generator and Discrimi-

nator. Also, a random input will be given to the generator, which is our input text. Now

the generator network converts this into data instance and creates an image. This will be

sent to discriminator and the discriminator network will classify the generated data. Now

the discriminator gives an output saying the image is real or fake by analyzing samples

of real world images. If the output turns out to be real then the image is accepted, else

this will be considered as a feedback by generator and will repeat the same process [13,

14].

A Flow chart is a diagrammatic representation of workflow of a process. It dia-

grammatically represents the algorithm used in the process. It is basically step by step

approach towards solving a task. In this diagram, the input text at the beginning which is

given to the text embedding model. This gives, out as the embedded text. Now this and

some noise vector samples are together considered as input vector and this will be the

input for the generator network which generates the image based on the input [15, 15].

Now the discriminator decides if the generated image is real or fake. And based on this,

loss optimization functions are updated on both generator and discriminator. Once the

generated image convinces the discriminator that it is real, that image will be displayed

to the user via interface.

Figure 2 shows flow chart pertaining to step-by-step generation of a realistic image

from a text input. A data flow diagram is basically a way of representing how the data

flows in a system or a process. It provides a graphical representation of the hierarchy in

which the data flows in a system. Images of different flowers and batch of captions for

each of those images is basically what our dataset consists of. The text describing what

we want to generate, which is typed by the user is considered as input to the system.

That is given to the Skip thought model which is a part of preprocessing, to analyze the

semantic properties of the input text. Now a generator is being defined which is basically

responsible for image generation of images. Also discriminator is being defined which is
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Fig. 2: Flow diagram of proposed text to image generation.

responsible for classifying if the generated image is real or fake. Both the generator and

discriminator accept different parameters for models such as optimizers, loss functions

etc. The data now passes through the generator which converts it into a data instance.

And this in turn will be moving towards the discriminator which gives its output [15,

16]. Now a network is set up between generator and discriminator so that the feedback

from the discriminator is considered by the generator and will eventually improve until

it generates an image thatis real enough for the discriminator approves it.

Now every time the generator fails to convince the discriminator that the generated

image is real, we will have a loss and inorder to minimize the loss we have defined a

loss optimizer function. So we train the model with this setup and finally arrive at the

result which is a realistic image generated as per the input text [17].

4 Implementation

The first step is to obtain the dataset for which we have used the dataset created by

Caltech-UCSD Birds-200-2011 which is publicly available online. The text data which

describes each image in the dataset is also obtained from a publicly available dataset.

Firstly we have to create a one hot encoding for the textual data that is present in the

input. We split the text based on newline character and create an array on n×1 dimension

initialized with zeros where n is the size of the individual text data. We use a library

to perform the encoding whose output is an array of numbers. Example: input:” w i n

d o w ” output: [0 0 0 0 0 0 1 0 0 0 0 0]. Then we have to save the array as a vector

along with the image caption and image class. We then have encoded the captions using

skip thought model present in a library. The encoded captions are stored in separate files

using the format of pickle „pkl ”. All of the above functions fall into data pre-processing

step. The obtained pickle files are used for training the GAN model.
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First we build an encoder model called Neural Network Image Compression Encoder.

Compresses an image to a binarized NumPy array. The image must be padded to a

multiple of 64 pixels in height and width. To build the encoder we need the input image

which can be of jpeg or png format, iteration which is the quality level for encoding the

image, directory to save the output encoding. The encoder model is built using Tensor

Flow. The model used for compressing is called residual gru.pb.

Next, we created an encoder model for text data. This encoder model is to take the

text as input which describes the image which has to be generated after which we have

to load the skip thought model to generate the encoded vector. Next we have to build the

decoder model Neural Network Image Compression Decoder to decompress an image

from the numpy ”s npz format generated by the encoder. This takes input of the binary

coded file produced by the encoder, number or iterations and the output directory path

to save the image.

Then we have to write code for both generator and discriminator network for which

we have used Deep Convolution Neural Network to achieve this step. Encoding of

texts and random noise will be taken as input by the generator. The discriminator will

keep classifying the image as fake until the generator is able to produce an image that

can be classified as a real image. Therefore both the generator and discriminator keep

improving by iteratively getting updated with the help of loss optimizer function. Then

we trainour model with respect to our dataset. Once the training process is completed,

we can continue with the testing process. Finally we will get a model that generates

a realistic image when the user gives an image description as an input caption to the

model.

CNN or Convolution Neural Network is an algorithm that falls under the category

of Deep Learning or Deep Neural networks. This is most likely used for analyzing

the visual imagery, image processing etc. This is quite useful when compared to other

image classification algorithms as it uses minimal processing. It has many advantages

in comparison to other similar algorithms as it is independent of human intervention.

CNN has 4 basic steps, i.e., Convolution layer, Activation layer, Pooling layer and

fully connected layer. In the convolution layer, different features or filters are considered.

A kernel of size 3×3 or 5×5 is considered and is moved throughout the image matrix.

We then get matrices with certain values after taking the mean of all the multiplied pixel

values while the kernel is moved throughout the matrix for each filter as such. Then

we apply activation layer to these obtained convolution matrices. An activation layer is

applied so that the values in the matrix falls in a given particular range so that it becomes

easy for later computations.

Then we apply pooling layer over these matrices. Here we again take another window

of a smaller size and move it throughout the matrices of each of the filters. Here, we

select the maximum value among the values in the window currently. So eventually we

get smaller matrices and these depict the pixel that matters the most for those respective

features or filters. Then finally we have fully connected layer. All the values in the

matrices obtained after applying pooling layer is stacked and using this the algorithm

does image classification.

I Gradient Descent
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Almost all Deep Learning algorithms use the Gradient Descent concept. A gradi-

ent is actually a vector, whose components consists of partial derivative of a function

and the points of the same function that is moving in the increasing direction. A Gra-

dient Descent is basically used to optimize the algorithms through minimizing some

functions by moving in its steepest negative direction of its gradient. In the case of

our project, we use it during loss optimization process. Here we use something called

as a Gradient Tape. Using learning rates and few inputs given to the Discriminator,

the GAN models are iteratively updated by this loss optimization function which

will eventually help the model to generate a realistic image as an output.

II Training the Model

We take 3 inputs, sr, sw and sf into consideration and also another parameter α

which is the learning rate. We then use the concept of Gradient Descent in order to

optimize thealgorithm. This loss optimizer keeps iteratively updating the Generator

and Discriminator models. We use a pre- trained Google News model for training

purpose. Then finally we train our model with respect to our dataset.

III System Testing

Testing is the process of detecting any sort of error in implementation. This

allows usto verify if the product has met the requirements that are specified in system

requirement specification. Testing helps to improve the product quality. Programming

testing is the way of checking a framework with the intention behind recognizing

any errors, gaps or missing prerequisite against the genuine necessity. Programming

testing is exclusively divided into two types – functional testing and non-functional

testing.

Table 1: Test case 1

TC# Caption Expected Result Actual Result Status

TC-1 yellow least fly catch a yellowish bird a yellowish bird Pass

Fig. 3. Image for Test Case 1
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Table 2: Test case 2

TC# Caption Expected Result Actual Result Status

TC-2 brown black feathers long

neckblack head long

black bill testing report

a brownish black

birdwith long neck and

beak

a brownish black

birdwith long neck and

beak

Pass

Fig. 4. Image for Test Case 2

Table 3: Test case 3

TC# Caption Expected Result Actual Result Status

TC-3 brown head and body with

a light brownish tan

stomach testing report

a brownish bird with a

tannish stomach

a small bird with a

tannish stomach

Pass

Fig. 5. Image for Test Case 3
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Table 4: Test case 4

TC# Caption Expected Result Actual Result Status

TC-4 bird has a black beak

with a long black neck

testing report

a blackish bird with a

beak and long neck

a black bird with black

beak

Pass

Fig. 6. Image for Test Case 4

Table 5: Test case 5

TC# Caption Expected Result Actual Result Status

TC-5 bright yellow bird with

orange beak testing report

a yellowish bird with

orange beak

a yellowish orange bird Pass

Fig. 7. Image for Test Case 5
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Table 6: Test case 6

TC# Caption Expected Result Actual Result Status

TC-6 small bird with royal blue

crown black eye baby blue

colored billtesting report

a small blue bird with bluish

beak

a bluish bird Pass

Fig. 8. Image for Test Case 6

5 Results and Discussion

As a result, we can generate images based on CUB dataset, but the images do not

look realistic enough. However, GAN-INT and GAN-INT-CLS show commendable

images that usually matches all or at least a part of the caption. By going through and

analysing different literature surveys, we conclude that it is quite hard to generate a bird

image, as birds have stronger structural regularities across species that make it easier for

Discriminator to spot a fake bird image.

Fig. 9. Code to invert and zoom the image

Pose and Background Style Transfer and Sentence Interpolation The images gen-

erated from our paper as a result of processing a text description appears to be reasonably

realistic. Since we keep the noise distribution the same, the only changing factor within

each row is the text embedding that we use. Interpolations can accurately reflect color

information.
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Fig. 10. Background information displayed due to style transfer

Fig. 11. Code for creating text embedding

Fig. 12. Code for noise distribution

Front End We have built an app which works on Flutter framework. Initially we have

an opening page which is called as a splash screen which will then route the user to the

main landing page.

Fig. 13. Splash Screen
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Entering Caption This is the landing page wherein we have a Text Form Field that

is meant for entering caption. This will be taken as input by the model which will be

processed by our GAN model and it will return the generated images.

Fig. 14. Entering caption

Once all the processing is done, the model will return 9 images that are being gener-

ated by our GAN model. We are displaying the generated images in the app in list view

as shown in Fig 15.

Fig. 15. Displaying the generated images

6 Conclusion and Future Work

In this paper, we have developed a simple and effective model to generate realistic images

of birds based on detailed visual descriptions. We demonstrated that the model can

generate many decent and reasonable visual interpretations of a given text caption. Our
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manifold interpolation regularizer considerably improved the text to image generation

on Caltech-UCSD Birds-200-2011 dataset. We showed non mix up of style and content,

and bird pose and background transfer from query images onto text descriptions. In

future work, we aim to further scale up the model to higher resolution images and train

with wider range of datasets so that we can generate images with respect to many more

textthat can be a description about any sort of general object or creature or description

abouta scene for that matter.
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Abstract. Covid-19 pandemic is spreading across the world at a breakneck pace.

As of September 2022, JHU CSSE COVID-19 Data and Our World in Data have

recorded up to 5.2 M deaths due to Covid-19. One of the essential steps of fight-

ing this pandemic is to detect the disease early. Studies show some abnormalities

in the chest X-rays of the Covid-19 patients, and these features help classify the

covid-19 positive patients from the negative patients. In recent years in the field of

medical x-rays, Deep Learning models have proven to have the ability to learn and

identify features that a trained person can only identify. Due to the exponential

increase in the covid-19 cases, the waiting time for covid results has increased,

resulting in the late diagnosis of patients for Covid-19. Classifying a patient as

Covid-19 positive for a genuinely covid positive patient is as essential as classify-

ing a patient Covid-19 negative who is genuinely covid-negative. Here we present

a detailed quantitative analysis on the performance of state-of-the-art models like

ResNet-50, Dense-Net, Mobile-Net-V2, and MNAS-Net on classifying patients

for Covid positive, Pneumonia positive, and Normal by evaluating Accuracy, Pre-

cision, Recall, and Jaccard Index. We propose a new deep neural network classifi-

cation model for low-end devices that uses two Attention mechanisms. Figure 1.

shows the attention map with confidence percentage for each classes. Our model

uses fewer parameters and FLOPS than other state-of-the-art models and recorded

a 2% increase in Accuracy and other evaluation parameters. The dataset used for

implementation is a public dataset COVID-DATASET and NIH Chest X-ray from

kaggle. It has over 1000 images of Covid Chest X-ray, Pneumothrax, Mass, Pneu-

monia, Cardiomegaly, Nodule, Effusion, Atelectasis and inflitration. All the model

implementations are implemented on PyTorch.

Keywords: COVID-19 · Deep Learning · Attention · Classification · Covid

Chest · X-ray · Pneumonia

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024

P. Das et al. (Eds.): AMRIT 2023, CCIS 1954, pp. 83–99, 2024.

https://doi.org/10.1007/978-3-031-47221-3_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47221-3_8&domain=pdf
https://doi.org/10.1007/978-3-031-47221-3_8


84 T. Karkera et al.

1 Introduction

Since the first time coronavirus got detected in Wuhan, China, in December 2019, there

have been more than 10million confirmed cases all over the world. After a year, there

have been more than 3million confirmed casualties due to coronavirus [1, 2]. Reverse-

transcription-polymerase-chain-reaction (RT-PCR) is found as a method for COVID-19

screening. Due to a shortage in the testing kits for RT-PCR in recent months, early

diagnosis of covid cases is essential. There is an observation that the positive rating of

RT-PCR for swab samples from the throat is 30% to 60% which may also infect a large

population of healthy patients. CT scans of chest x-rays have shown very high sensitivity

for covid-positive patients. X-ray images of covid patients have also shown covid pres-

ence visually [3–5]. In recent coronavirus research, patterns resembling ground glass are

observed in the edges of pulmonary vessels, challenging to examine visually in the early

stages of COVID-19. The Covid-19 reports also reported Asymmetric patchy opacities.

Expert radiologists can only find these abnormalities. Let’s consider the massive rate of

affected people and a limited number of skilled radiologists. Automatization of detect-

ing such abnormalities can be a considerable breakthrough for assisting in the diagnosis

procedure and increasing the rate of early detection of Covid-19 [6]. Deep Convolu-

tional Neural networks have proven to detect these features with a high accuracy rate.

In recent research, traditional machine learning techniques are used to detect Covid-19

disease in patients from chest X-rays [7]. Machine learning. Techniques usually involve

user-defined or already existing feature extraction procedures and recognition tasks.

Deep Convolutional Neural Networks (DCNN) have better performance than conven-

tional machine learning models. Deep Learning models are used for face recognition to

high-resolution aerial image segmentation and classifications. DCNN has better analysis

properties in the medical field, which includes segmentation, classification, and detection

[8]. An early breakthrough in Convolutional networks came in the form of AlexNet; it

introduced building blocks like max-pooling, convolutions, and dense blocks. To reduce

over-fitting global-average pooling layers and a new regularization method was used [9].

Vgg-16 showed improvements in classification tasks by increasing the network depth by

using small filters of size 3 × 3. GoogleNet’s primary objective in 2014 was to reduce

the complexity involved in computations by incorporating Inception Layers. In 2016, an

architecture with residual connection was developed for deeper convolutional networks

to tackle the loss in feature information in the later stage of the network. A Dense-Net

architecture highlighted the importance of feature reuse from the previous layers in.

DenseNets was able to obtain improvements on then state-of-the-art whilst keeping the

memory requirement less and achieved a computationally high-performance measure

[9–11]. In recent years, a requirement for models with fewer parameters came into the

picture. Mobile-Net V2 was able to achieve state-of-the-art performance by incorporat-

ing inverted-residual blocks and linear bottleneck layers into the architecture. Mnas-Net

tackled the need for the creation of a platform-aware network for mobiles by using

fewer FLOPS than Mobile-Net and achieving 1.8x faster performance by incorporating

a factorized search method [12, 13]. Here the authors present a detailed quantitative and

qualitative analysis on Deep Learning on chest x-ray images for Covid-19 detection.

We train five deep learning models from each year VGG-9, ResNet50, DenseNet-121,

MobileNet-V2, and MNAS-Net. MobileNet-V2 and MNAS-Net have performed very



Attention-CoviNet: A Deep-Learning Approach to Classify Covid-19 Using Chest 85

well for various image classification tasks with fewer parameters than other state-of-

the-art models. In this work, the authors present a new Deep Learning, low-end device-

friendly end-to-end approach for the classification of Normal patients, Covid positive,

and pneumonia patients [14, 15]. All the networks trained on a public dataset with the

same training and testing approach, the hyperparameters used for the models remained

the same for all the models during the experiment for a fair comparison [16–19]. Results

are evaluated by taking the average of five trials for all the models. Two approaches are

used in our work.

i. The validation set and testing set are split in the 20% and 10% ratio, respectively.

Data-Augmentations like rotation and flipping are applied to increase the data by a

factor of 2.

ii. To focus on the abnormalities in the chest x-ray images caused by coronavirus, an

end-to-end new deep convolutional neural network is proposed consisting of two

attention mechanisms, namely spatial attention and channel attention.

Confidence with attention maps

A New efficient module, Intermediate-Residual-SE-CBAM (IRSC), is proposed to

improve the feature learning capability of the network by using a minimum number
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of parameters [19]. The models are tested on a new combined dataset called Covi-

Xray. All the images of X-rays are taken from three open-source datasets, 1. Covid-

19 Radiology Database 2. Covid-Chestxray-Dataset 3. ChexPert-Dataset A total of 7k

images are created in the Covi-Xray dataset, which includes 3,000 covid-19 samples,

2,000 Viral pneumonia samples, 2000 Atelectasis, Cardiomegaly, Effusion, Infiltration,

Mass, Nodule and Pneumothorax.. All the images are resized to 720 × 720, and three

classes of Covid+, and Pneumonia are created. To account for the data imbalance, we

apply data-augmentation procedures like vertical and horizontal flip during training

procedure on Viral Pneumonia and Normal cases to increase their sample factor by 1.5

[20–22].

In this paper our main objective is to develop an efficient model which can run

on FPGA’s to perform validation on the chest x-ray images which can help in early

diagnosis of lung related diseases. As implementation of AI for validation using FPGA’s

is a booming field, we try to develop a parameter efficient model as the hardware’s can’t

support heavy models.

2 Preparation of Your Paper

(See Fig. 2).

Fig. 2. Proposed Architecture

2.1 GeLU Activation Function

The Gaussian Error Linear Unit aims to combine the neuron outputs of the network.

ReLU, ELU, and PReLU are fast and provide better convergence for the neural networks
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than the sigmoid functions [23, 24]. Dropout procedures and regularization mechanisms

multiply these activations by zero. GeLU aims to combine both methods, and a new

regularizer, namely Zone out, multiplies the input given by Eq. (1),

m ∼ Bernolli(ϕ(x)) (1)

where ϕ,

ϕ(x) = P(X < x)and N ∼ (0, 1) (2)

P is the probability distribution used; the reason behind choosing this distribution depends

on the fact that the input follows a normal distribution after the Batch-Normalizing

operation. To convert the output from stochastic to deterministic, we find the expected

value of the transformation, E(mx) = xE(x), where m is the Bernoulli random variable its

expected value is (x). The function (x) is often referred to as a commutative distribution

of the Gaussian function. Therefore, the GeLU function can be given in Eq. (3)

A=GELU(x)=xP(X≤x)=xφ(x)≈0.5x(1+tanh[√(2⁄π (x+ 0.044715x^3 )]) (3)

Fig. 3. GeLU activation block

2.2 Intermediate Residual SE CBAM (IRSC) Block

The structural architecture of the IRSC block is shown in Fig. 3. It consists of na¨ıve stack-

ing of two convolutional layers with 3 × 3 filters accompanied by Batch-normalizing

layers and ReLU activation layers. An intermediate SE layer follows up the output of

these layers. It consists of a convolutional transformation filter Ctr; the filter is used for

transformation from X to Y, as illustrated in Fig. 4. By taking Xo as the input to the SE

block, we write the output of the transformation Ctr as Y = [x1, x2,….xc]. Where xc is

given by Eq. (4).

xc = kc ∗ X =
∑c′

s=1
ks

c ∗ xs (4)

Here, K = [k1, k2,…. kc] denotes the filter kernels where kc denotes the parameters of

the c-th filter, The term kcs Depicts a 2-D kernel in space representing each channel kc

that acts on the X. To maintain simplicity, all the bias terms are ignored in the above

equation. H, W represents the height and width of input Xo and H′ and W′ represents

the height and width of image feature after applying transformation Ctr.
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Fig. 4. Structure of IRSC block

The feature enhancement using the SE filter is done in two stages; the first stage,

squeezing, involves using a statistic function called Z. A statistic ZRC is given by

shrinking the transformed output through its spatial dimensions in height H and width

W, where Zc is given as in Eq. (5),

Zc = Csq(xc) =
1

HxW

∑H

i=1

∑W

j=1
yc(i, j) (5)

The second step involves using gating operation with a sigmoid function which is

given by Eq. (6),

t = Cex(Z, W) = σ(g(Y, W)) = σ(W2δ(W1Y)) (6)

Here W1 R(C/r × C) and W2 R(C × C/r) and represents the ReLU function. As illustrated

in Fig. 3, input Z performs channel description with global average pooling. There are

2 fully connected layers. The two FC layers are designed with dimensionality reduction

ratio r using, the reduction ratio used throughout the network topology is 2, and is given

by Eq. (7),

2

r

∑S

s=1
Ns · C2

s (7)

Here, Ms represents the number for stage s, and Cs is the number of output channels.

The overall output of the SE block is given by Eq. (8),

Ã = Cscale(yc, sc) = sc · yc (8)

The scaled feature from the SE block is added with the residual input to form the

output of the residual intermediate SE block given by Eq. (9) and Fig. 5 shows the

structure of squeeze and excitation module.

O = xo + Ã (9)
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Fig. 5. Diagram of Squeeze and Excitation module.

Fig. 6. Diagram of Channel Attention Mechanism.

2.3 Attention Mechanism

The output from the intermediate SE block is given to two separate attention blocks,

namely channel and spatial attention. The attention mechanism uses the melded Cross-

channel and spatial information to give more dominant and essential features from the

images. This separate attention module allows the feature learning of the model to get

sophisticated attention features using both the spatial and the channel weights of the

feature scale from the SE block. The scaled map got from the Intermediate SE block

is passed through the attention mechanism. The idea is to produce the channel atten-

tion feature maps by exploring the inter-channel relations from the scaled input (O) by

considering each channel as a detector. For the practical computation of the channel,

attention squeezing is performed on the input feature(O). For the aggregation of the

spatial information, average-pooling and softmax operations are performed simultane-

ously to gather important clues of the distinctive features of channel-wise attention.

These ideas are empirically confirmed that both softmax and average pooling signifi-

cantly improve the network’s representational power(cite CBAM paper). The channel

attention module is shown in Fig. 6. Here Bc is represented as the output feature from

the channel-attention block. The aggregated spatial information of the feature maps is

obtained by using both average-pool and max-pooling activations, and this generates two

distinct descriptors, namely RavgC and RmaxC, which denote the average pooled max-

pooled features, respectively. Both of the descriptors are given to the shared network to

give Oc as the channel attention map. Here OcRCx1x1, the shared network involves a

multi-layer perceptron (MLP) with a single hidden layer. The output Oc is given by,

Oc = σ

(

MLP
(

Rc
avg

))

+ MLP
(

Rc
max

)

(10)

Here, denotes the sigmoid operation; the weights are shared between the inputs and the

ReLU activation functions. The spatial map is generated by using the differences in spa-

tial relationships of the features. We apply average pooling and maxpooling operations
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through the axis and concatenate both the generate a standard feature descriptor to obtain

the spatial attention features. During concatenation operation, convolution operation is

performed to generate a spatial feature map Os,

Os(O) = σ

(

F7x7
[(

Rs
avg; Rs

max

)])

(11)

where is a sigmoid operator, F7 × 7 represents the convolution of the 7x7 filter. The 2D

maps generated from aggregating the channels is given by, Ravgs Rmaxs. The former

represents the average-pool feature across the channel, and the latter represents the max-

pooled feature across the channel. Figure 7 illustrates the operations involved in spatial

attention block. The output of these features is given to the ReLU activation to maintain

the non-linearity of the whole attention system, given by,

Output = α(Os(O)) (12)

Fig. 7. Diagram of Channel Attention Mechanism..

3 Results and Discussions

This paper compares the quantitative and qualitative results of our proposed model with

cutting-edge models like ResNet, DenseNet, Mobile-Net, MNAS-Net, and VGG-16. All

the performance evaluations are done over five trials, from that, the best results were

adopted.

3.1 Setup

To perform this experiment, we used an online-browser based platform called Google

Colab Notebook. All the trails are run on Nvidia K80 Graphic Processing Unit(GPU).

It has a memory capacity of 12 Gb and operates with 0.82 GHz of memory clock. It can

compute up to 4.1 FLOPS with 2 CPU cores embedded inside. The X-ray images of

three classes. Covid+, Normal, and Pneumonia, are passed through the network’s input,

maintaining a batch size of 32 throughout the experiment. The batch size is selected

keeping in mind the execution time and the GPU memory available for the experiment.
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All the codes are run on the PyTorch platform. The images are extracted by using a Class

that inherits from torch.utils.data.Dataset. The utils.data.DataLoader module is used to

load the batches for training. All the convolutional operators, including activations, are

inherited from the “nn” module from the PyTorch library. The image size of the x-ray

used throughout the experiment is 280 × 280; the size is chosen depending on the

resources available and the resolution required for the experiment’s success. Each trial

consisted of 25 epochs; Adam optimizer with learning rate 3e−5 is used to update the

weights of the network parameters. To calculate the cost function, a multi-class Cross-

Entropy loss function is used. The built-in Cross-Entropy function on PyTorch from

the torch.nn module applies a softmax activation function to normalize and sum all the

inputs to 1 before calculating the overall for the particular epoch. The equation gives the

loss function,

Loss = −
∑N

i=1
ti loge(I(x)i) (13)

Here, N is the batch-size (N=32), ti is the target label, and I(x) is the softmax function

given by,

I(x) =
exi

∑N
j=1 exj

(14)

3.2 Evaluation Methods

All the modern performance evaluation methods are used to determine the performance

of each model. With Accuracy, parameters like precision, recall, and IOU are also

important

3.2.1 Accuracy

It involves the overall ratio of the predictions that are falsely classified positive and falsely

classified negative for the context of classifying between Covid-positive patients, Normal

patients, and viral Pneumonia positive patients. The overall accuracy is given by ratio in

Eq. (15) (Fig. 8),

Accuracy =
Number of correct predictions

Total number of predictions
=

TP + TN

TP + TN + FP + FN
(15)

3.2.2 Precision and Recall

To calculate precision and recall, type1 and type2 are be defined. Type1 errors are called

False positives, i.e., rejection of all the true null hypotheses, and type2 are called False

negatives, which involve not rejecting the false null hypothesis. Precision can be seen

as the percentage of relevant results, and Recall is the results that the model correctly



92 T. Karkera et al.

Fig. 8. Confusion Matrix of Proposed model

classifies. Therefore, the precision and recall can be given by the Eq. (16) and Eq. (17)

respectively,

Precision =
TruePositive

ActualResults
=

TP

TP + FP
(16)

Recall =
True Positive

Actual Results
=

TP

TP + FN
(17)

3.2.3 F1-Score

F1-score evaluation parameter takes both precision and recalls into account to give a

combined performance result. The score tries to allot more weights to false positives

and false negatives and is given by Eq. (18),

F1 − score = 2 ∗
Precision ∗ Recall

Precision + Recall
(18)

3.2.4 IOU

IOU is considered one of the critical performance values for the classification task.

Formula to calculate IOU is given by Eq. (19),

IOU =
TP

TP + FP + FN
(19)

3.3 Classification Results

The performance and parameter comparisons are illustrated in Tables 1 and 2 respec-

tively. Our proposed model uses fewer parameters and uses efficient modules like
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Squeeze and Excitation to achieve state-of-the-art performance. Due to the over-fitting

of data due to fewer data samples, over-fitting is common in deep-neural networks. All

the layers of the stateof-the-art models for comparison are taken, except in the case

of VGG-19, only one fully connected layer has been used. Comparing our proposed

model with the VGG-19, our model achieves the highest increase of 13.14, 12.9, 15,

16, and 25.03 in Accuracy, Precision, Recall, F1, and IOU, respectively, the VGG-19

architecture. Our model uses 43 times lesser parameters than VGG-19. On a one-to-one

comparison with ResNet50, our model uses 50 times lesser parameters and achieves

an approximately 4-percent increase over Accuracy, Precision, Recall, and F1-score

and a 6.96-percent increase in the Jaccard Index. DenseNet is a bench-mark model for

the experiment which uses considerably fewer parameters with a high accuracy factor.

Our proposed model uses 15.33 times lesser parameters and a performance increase of

approximately 2-percent on all the parameters, including a 3.3-percent increase in IOU.

Mobile-NetV2 and MNAS-Net are two models specifically designed for use in end

devices like mobiles. These two models use the least amount of parameters than other

state-of-art models with good performance in classification tasks. Our model uses close

to 2M lesser parameters than both the models and achieves a 6% increase in Accuracy,

Precision, Recall, and F1-Score and 10-percent in the IOU parameter. Figures 9, 10, 11,

12, 13 and 14 show the loss vs accuracy graph of Proposed, Resnet-18, DenseNet-121,

MobileNet-V2, MNAS-Net and VGG-19 respectively.

Table 1. Comparison Table

Model Accuracy Precision Recall F1-Score IOU

VGG-19 83 83.1 81 80 67.53

ResNet-18 92 92 92 92 85.6

DenseNet-121 94.33 94.33 94.33 94.33 89.26

MobileNet-V2 90.29 90.33 90.33 91 81.82

MNAS-Net 90.5 91 90 91 82.83

Proposed 96.14 96 96 96 92.5

Table 2. Parameter Table

Model Parameters

VGG-19 20 M

ResNet-18 23 M

DenseNet-121 6.9 M

MobileNet-V2 3.5 M

MNAS-Net 3.1 M

Proposed 0.45 M
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Fig. 9. Loss Vs Epoch of Proposed.

Fig. 10. Loss Vs Epoch of ResNet.

Fig. 11. Loss Vs Epoch of DenseNet.
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Fig. 12. Loss Vs Epoch of MobileNet.

Fig. 13. Loss Vs Epoch of MNAS Net.

3.4 Analysis using DcGAN

DCGAN has some architectural constraints, and exhibited that they are a state of the

art candidate when it comes to unsupervised learning [25]. Visual quality of samples

generated from the generative image models has increased a lot, with concerns of mem-

orizing and overfitting in the medical data of training samples rising. To show how our

proposed model scales with data and high level and low level resolution generation,

analysis is done using DcGAN. We use DcGAN to get extra features from the results

got from Attention-CoviNet, we calculate error rate, accuracy and accuracy per class

for each of the model. The features extracted from the models are given as input to the

DcGAN network. The resolution of the image used as input is 240 × 240, the features

are scaled to give the maximum feature value from the model. The Table 3, shows that

our proposed model has the least error rate compared to other models. Table 4, shows

the accuracy and accuracy per 100 images for all the models (Fig. 15).
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Fig. 14. Loss Vs Epoch of VGG-19.

Fig. 15. DCGAN generator used for analysis [25].

Table 3. DCGAN Error rate analysis

CLASSES VGG-19 RESNET-18 Dense-121 Mobile-Net

V2

MNAS-Net Proposed

Atelectasis 44.8%

(±0.7%)

28.6%

(±0.7%)

24.8%

(±0.7%)

25.9%

(±0.7%)

25.5%

(±0.7%)

25.5%

(±0.7%)

Cardiomegaly 45.5%

(±0.7%)

26.2%

(±0.7%)

25.1%

(±0.7%)

25.4%

(±0.7%)

25.3%

(±0.7%)

23.7%

(±0.7%)

(continued)



Attention-CoviNet: A Deep-Learning Approach to Classify Covid-19 Using Chest 97

Table 3. (continued)

CLASSES VGG-19 RESNET-18 Dense-121 Mobile-Net

V2

MNAS-Net Proposed

Covid-19 31.9%

(±0.7%)

22.7%

(±0.7%)

21.9%

(±0.7%)

20.3%

(±0.7%)

20.1%

(±0.7%)

20.8%

(±0.7%)

Effusion 65.7%

(±0.7%)

38.6%

(±0.7%)

35.3%

(±0.7%)

36.9%

(±0.7%)

36.7%

(±0.7%)

30.3%

(±0.7%)

Infiltration 43.9%

(±0.7%)

24.7%

(±0.7%)

23.7%

(±0.7%)

22.5%

(±0.7%)

22.1%

(±0.7%)

21.8%

(±0.7%)

Mass 47.3%

(±0.7%)

28.7%

(±0.7%)

27.7%

(±0.7%)

27.7%

(±0.7%)

26.9%

(±0.7%)

23.7%

(±0.7%)

Nodule 50.6%

(±0.7%)

30.3%

(±0.7%)

30.1%

(±0.7%)

29.9%

(±0.7%)

29.2%

(±0.7%)

28.4%

(±0.7%)

Pneumothorax 61.1%

(±0.7%)

42.4%

(±0.7%)

41.1%

(±0.7%)

40.3%

(±0.7%)

39.8%

(±0.7%)

38.8%

(±0.7%)

Pnuemonia 73.4%

(±0.7%)

46.7%

(±0.7%)

43.4%

(±0.7%)

41.4%

(±0.7%)

41.2%

(±0.7%)

40.9%

(±0.7%)

Table 4. DCGAN Accuracy Analysis

Model Accuracy Accuracy(100 per class)

VGG-19 84.10% 62.6%(0.7% t)

ResNet-18 92.50% 80.3%(0.7% t)

DenseNet-121 94.32% 84.7%(0.7% t)

MobileNet-V2 90.29% 82.4%(0.7% t)

MNAS-Net 90.60% 82.6%(0.7% t)

Proposed 96.25% 87.2%(0.7% t)

4 Conculsion

For better performance of Deep Learning architectures, there is a requirement of datasets

involving more number of samples. Due to the high cost and unavailability of the dataset,

we have to depend on procedures like data augmentation and regularization to avoid the

networks from over-fitting the data. This paper proves that due to fewer data samples for

training the neural networks, over-fitting occurs. To avoid the problem by incorporating

a network with cost-effective modules. Due to the fewer parameters, the model’s abil-

ity to learn decreases, so feature-enhancing modules like Squeeze and Excitation and

attention mechanisms are used. Our model achieved the best Accuracy of 96.14%, best

performance in Precision, Recall, and F1-score by obtaining 96%, and obtaining 92.56

in IOU. In the future, we focus our research work on CT images of the chest for the
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classification of Covid-19. The computational complexity of the architecture is reduced

by using 452,361 parameters in total, thereby decreasing the training and testing time

for the model.
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Abstract. Violence detection in videos has become a significant prob-
lem in the field of computer vision. It involves the process of automati-
cally identifying violent behavior in video content. The rapid growth of
digital media led the researchers to focus on developing effective methods
for detecting violence that can automatically identify real-world instances
of violence in order to maintain public safety and security. This paper
presents a transfer learning approach for detection of violence in videos.
The approach uses a pre-trained ResNet50, a deep residual network to
extract the features from frames of videos. The results show that the
suggested approach achieved accuracy of 98.89% on Hockey Fight and
99.97% on Movies datasets and highlighting the effectiveness of trans-
fer learning in learning discriminatory features for recognition of violent
action in videos over traditional hand-crafted feature detectors.

Keywords: Violence Detection · Computer Vision · Transfer
Learning · ResNet50

1 Introduction

Detection of violence in video is a very important task for maintaining world
security and stability. The abundance of video data generated every second has
made it unrealistic to manually monitor and capture every violent scene in real
time. With the advancements in technology and rise in digital media, the need
for automatic violence detection systems has become increasingly important [14].
These systems can help in real-time monitoring of surveillance videos and alert
authorities in case of any violent incidents. Hence, violence detection has become
emerging field of computer vision and machine learning that focuses on auto-
matically identifying instances of violent behavior in video content. The field is
rapidly evolving due to its applications in monitoring public spaces, analyzing
security camera footage, monitoring social media content, and more. Researchers
have developed various approaches for recognizing violent/aggressive movements
by learning visual patterns and benchmark datasets describing violence in videos.
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Earlier approaches for violence detection mostly relied on hand-defined fea-
ture descriptors. In these approaches, feature representations such as Motion
SIFT (MoSIFT), Interest Points, Motion blobs and features, blood and flame
detection are typically used for violence identification and to differentiate
between fight scenes and normal ones [3,17,20]. In recent times, deep learn-
ing has played a vital role in the evolution of computer vision, which has made
significant achievements in a number of fields including object detection, image
recognition, and facial recognition, human activity recognition and so on. Simi-
larly, deep learning techniques like CNN, 3DCNN, LSTM and ConvoLSTM have
gained prominence in the field of violence detection by providing significant
improvements over conventional feature-based techniques related to accuracy
and robustness [6,15,22–24].

However, developing deep learning models from scratch require huge com-
putational power and large amounts of problem-specific data. Development of a
large annotated dataset is labor-intensive and time-consuming, which is a con-
siderable obstruction for developing deep learning models. In order to overcome
these limitations, researchers have introduced the concept of transfer learning
within deep learning. An effective transfer learning strategy involves fine-tuning
a CNN model pre-trained on a particular dataset for a new task, even in another
domain, by reducing the requirement of large volume of labeled data and com-
putational resources, making the training process more efficient [16]. With the
evolution of research in this area, more and more researchers have applied trans-
fer learning to decrease the time and effort needed to develop new violence
detection methods [1,5,26]. Based on this, we present a an model for detecting
violence in video sequences using ResNet50 [11]. The model obtained the accu-
racy of98.89% on Hockey Fight [3] and 99.97% on Movies [3] datasets. The key
objectives of this paper are as:

– To propose a transfer learning-based approach for violence detection.
– To extract deep spatial features from video sequences and fine-tune the model

with these features to classify violent and non-violent items.
– To compare the performance of the proposed approach with existing methods

in terms of learning fine-grained features, robustness, and accuracy.

In this work, a transfer learning-based violence detection approach is pro-
posed. Deep spatial features are extracted from the frames of violent and non-
violent video sequences using ResNet50 [11] and model is fine tuned on Hockey
dataset [3], movies dataset [3] to learn these features for classification of violent
and non violent scenes. The result of using deep representation model shows
the comparative performance to the existing approaches, in terms of learning
fine-grained features, robustness and accuracy.

The remainder of the paper is structured as: Sect. 2 presents an overview of
previous work and approaches in the field of violence detection. Section 3 outlines
the proposed methodology in detail, followed with Sect. 4 discussing the exper-
iments and analyses carried out to evaluate the model’s performance. Finally,
Sect. 5 summarizes the work presented in this work and states the conclusions
and future work in violence detection research.
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2 Related Work

Over the years, researchers have proposed a variety of techniques to detect violent
behavior in video content. In early studies in this domain, scientists typically
used visual cues, such as blood or flames, as well as audio cues, like screams,
gunshots and breaking sounds [4,9,28]. Unfortunately, these audio contents are
often not present in surveillance videos, making it necessary to focus on video
content alone. As a result, video-based approaches have become more widely
used in recent times, and they can be categorized into two categories based on
the feature extraction method used: traditional based on hand-crafted features
and based on deep learning.

In traditional approaches, researchers manually define a set of features that
are relevant for detecting violence, such as motion patterns, object interactions,
and facial expressions. The features are then extracted from the video data
and used as inputs to a machine learning model. Based on STIP and MoSIFT
descriptors, a novel framework for fight detection was developed by Bermejo
et al. [3]. Another study [18] analysed ocular data using LaSIFT descriptors
and Lagrangian methods to obtain movement features. With the help of optical
flow, a descriptor named ViF was developed for the detection of real-time vio-
lence in crowd using a new dataset of crowded scenes [10]. Unfortunately, this
method performs poorly while dealing with non-crowding scenes. Gao et al. [8]
proposed an extended ViF descriptor (OViF). ViF and OViF are both effective
at classifying data in crowded environments, but ViF offers greater classification
ability than to OViF alone. However, combination of both even greater accu-
racy than either algorithm on its own. [29] Proposed to extract two descriptors
called LHOG and LHOF. The author suggested to identify motion areas and
calculate both descriptors on these areas and then coded using Bag of Words
(BoW) model. In [7] presented a method based on movement filtering and motion
boundary SIFT for detecting violence.

As deep learning has become increasingly popular in the field of visual action
recognition, so researchers also developed models that detect violent acts in
videos using deep neural networks. Sultani et al. [24] developed ranking frame-
work by utilizing 3D convolution features for detection of normal and anomalous
data. Three-dimensional convolutional neural network is used for extraction of
features from videos, then classified them as positive or negative bags based on
ranking. In [27], a multi-feature fusion approach is proposed, in which static fea-
tures are extracted from frames by pseudo-3D (P3D) convolution networks and
temporal features by Long-Short term memory. Singh et al. [21] constructed a
DNN-based model that utilized a CNN for extraction of spatial features from
individual frames, followed by a Convolutional Long-Short Term Memory (Con-
vLSTM) to predict future motions. Similarly, Randon et al. developed a space-
time encoder framework named ViolenceNet for the detecting violent actions
by integrating a customized DenseNet with a multi-head self-attention and a
BiConvLSTM modules. Some other researchers [1,13,25] used pre-trained CNN
to develop models for violent human behaviors detection. In [25], authors pro-
posed a noble technique by exploring three pre-trained CNNs- VGG16, VGG19,
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and ResNet50. This technique utilizes thirty frames drawn from videos to extract
features and feeds these features into a LSTM network along with attention lay-
ers.

Based on the above discussed approaches, we leverages the concept of trans-
fer learning and present a architecture for detection of violence in videos with
ResNet50 a pre-tarined CNN.

3 Proposed Approach

The purpose of this study is to propose a deep learning model for detection of
violent events in video clips. An overview of proposed approach is shown in Fig. 1.
Initially, the input videos are processed by pre-processing operations. Then at
next stage a deep network extract and learn spatial features for each frame.
These extracted features are then fed into fully connected layers for classification.
Detailed procedures for our approach are outlined in subsections below.

Fig. 1. Overview of proposed approach for violence detection

3.1 Preprocessing

During this step, all input videos go through a series of operations and con-
versions, before it is processed by ResNet. As a first step, frame extraction is
performed on the videos, and each video’s frame count is ensured to be a multiple
of five in order to prevent duplicate frames. Then every frame for input videos is
resized to fixed size of 224×224×3. Afterward, some techniques for data augmen-
tation such as rotation, horizontal flips, zooming, horizontal and vertical shifts
are applied to image data which helps to prevent over fitting and enhance the
applicability of the model. To simplify the process of extracting meaningful fea-
tures from the data, data scaling and normalization are also performed. Finally,
labelled data is shuffled and divided into 75% for training and 25% as a testing
set.
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3.2 Fine-Tuning of ResNet50

In this work, we utilized ResNet50 a deep residual neural network as pre-trained
backbone with features learned from ImageNet dataset of 1 million images and
1000 different classes. ResNet50 is 50 layers deep network composed of resid-
ual connections with 25 million parameters, which allow it to bypass the prob-
lem of vanishing gradients and to learn more complex representations of the
input data by speed up the training time [11]. We evaluated multiple archi-
tectures for detecting violent content in videos, including ResNet18, ResNet50,
and ResNet101. But ultimately decided to use ResNet50 due to its favorable
balance between performance and computational efficiency. By considering the
above advantages, we applied transfer learning to retrain the ResNet50 CNN
by fine-tuning its hyperparameters and parameters for violence detection. There
are 26,211,714 parameters in the model, of which 26,158,594 are trainable and
53,120 are not trainable. For this task, we freezed the initial layers of the network
and used it as base model to extract the features. Subsequently, we removed the
last fully connected layer and modified it according to the selected dataset of
two classes. Therefore, we added a global average pool layer, two dense fully
connected layer (1024, ReLU1) and (512, ReLU). Then a dropout layer attached
to the base network to prevent the overfitting problem. Finally, fully connected
dense layer with activation function named Sigmoid is attached as a last layer
of network to classify the images into two classes as non-violent and violent.
Figure 2 provides the framework of the modified ResNet50 CNN architecture for
violence detection.

The steps followed for this task are as follow:

1. Take the input 3D tensor of (frame, H, W, RGB) as (None, 244, 244, 3); None
indicates the batch size, 224*224 indicates the height and width of the frame.

2. Process each frame using pre-trained Resnet50 for extraction of spatial fea-
tures.

3. Fifth stage (conv5) of ResNet50 provides a feature map of 3D tensor of size
(None, 7, 7, 2048); 7 and 7 the spatial dimensions of the feature map, and
2048 representing the number of channels.

4. Apply the global average on this output to get a 1d tensor with same number
of channels in last step.

5. Pass the output of the previous step into the sequence fully connected layer
with activation Relu to apply a non-linear transformation to the input fea-
tures to enhance their representational power

6. Finlay the output of the previous step feed into the output layer i.e fully
connected dense layer with sigmoid activation to classify the video based on
the probability of violence in it.

1 Rectified Linear Unit
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Fig. 2. The modified ResNet50 architecture for violence detection

4 Experiments and Results

We utilized Python 3.7 and the TensorFlow 2.0 package along with other libraries
to accomplish this task. The implementation is performed on Google Colabora-
tory to access GPU runtime and Google Drive for storing and accessing the
dataset. The model is evaluated using two benchmark dataset i.e Hockey Fight
[3] and Movie [3] datasets.

4.1 Datasets

1. Hockey Fight: The dataset has 1000 videos captured from NHL games with
real-life violent incidents, with 500 of them violent and 500 non-violent. The
dataset is considered to be a challenging dataset for violence detection due to
the complex and dynamic nature of the events, as well as the large number of
variables such as camera angles, lighting conditions, and player movements.

2. Movies: The dataset refers to a collection of 200 clips, split into 100 non-
violent and 100 violent categories. The violent videos were gathered from
movies, where as non-violent clips are collected from normal activities. The
average resolution of the Movie dataset is 360 × 250 pixels.

4.2 Experiment Settings

The ResNet model employed to extract spatial information from the images.
Therefore, video datasets are converted to their respective frames in order to
train the model effectively. Hockey dataset consist of 9003 labelled images for
both activities(fight and non-fight), from which 6752 are selected for training
of model and 2251 as a validation set to evaluate the model’s performance.
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Similarly, Movies dataset contains 2004 annotated images by saving every 5th
frame for fight and non-fight actions. The dataset is splitted into training and
testing set of 1503 and 501 images respectively. The resized images of 244*244*3
are passed to the network during the process of training.

We fine-tuned the ResNet50 network parameters like batch size 34, learning
rate of 0.001, momentum 0.9 and decay 0.01. In the training process, the network
is trained only on the newly attached layers, which decreased its computation
costs in comparison to training the entire network. The pre-trained model is
trained independently on both datasets for 25 epochs, but it will stop train-
ing if no loss convergence is found after three consecutive epochs. Furthermore,
Stochastic gradient descent (SGD), called Adam, is applied as a otimizer during
training to minimize the crossentropy loss.

4.3 Result

In this study, the attached layers of ResNet50 are trained end-to-end for detecting
violence and classify videos into violent and non-violent categories for 25 iter-
ations and evaluated the model with accuracy as metric. The optimized model
achieved accuracy 98.89% for hockey dataset after 21 epochs and 99.7% on movie
dataset after 18 epochs. Training and validation accuracy and loss graphs of this
model for both datasets are shown in Fig. 3.

Moreover, the model’s performance is evaluated using the metrics shown
as classification report in Table 1 and Table 2 for Hockey and movies datasets
individually. Figure 4 shows the quantitative results for each dataset in terms of
confusion matrices. There are 55 misclassified samples on the hockey dataset out
of 2251 samples, and 23 on the movies dataset out of 501 samples. For hockey
dataset, the number of misclassified samples is higher than those of non-violence,
whereas model correctly predicts every sample of violence for movie dataset.

Table 1. Classification report for Hockey fight dataset

Class Precision Recall F1-Score Support

NonViolence 0.96 0.99 0.98 1125

Violence 0.99 0.96 0.98 1126

Table 2. Classification report for Movie dataset

Class Precision Recall F1-Score Support

NonViolence 1.00 0.91 0.95 252

Violence 0.92 1.00 0.96 249
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Fig. 3. The performance of ResNet-50 architectures on Hockey and Movies datasets: (a)
training and validation accuracy for Hockey fight (b) training and validation accuracy
for Movies(c) training and validation loss for Hockey fight (d) training and validation
loss for Movies

4.4 Comparison and Discussion

This subsection evaluates the accuracy of the proposed method in compari-
son to state-of-the-art approaches based on these datasets. In 2017, Kecceli et
al. [12] developed a method utilizing optical flow and pre-trained CNN. They
achieved 94.40% accuracy on hockey dataset while we achieved 98.8% on same.
An approach combining 2D-CNN with Hough Forest features was proposed by
Serrano et al. [19]. They evaluated their approach elevated on Hockey and Movies
datasets and got accuracies 94.6±0.6%, 99±0.5% correspondingly. Another arti-
cle employed a pre-trained VGG-16 for extracting spatial features, followed by
an LSTM for extraction of temporal features, which achieved 88.2% as bench-
mark accuracy with the introduction of a new dataset named Real- Life Violence
Situations [22]. In [13], the author proposes a Fine-tuned MobileNet framework
for detecting violence in videos, but experiments indicate it is less accurate than
that proposed. Similarly, Asad et al. [2] proposed the method for learning motion
and appearance features by merging the feature maps with convolutional and
recurrent networks. Table 3 presents the accuracy comparison of existing state-
of-the-arts with proposed approach.

Using ResNet50 deep model with pre-trained imagenet weights, the proposed
approach provide significant performance on both datasets. Results show the
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Fig. 4. Confusion Matrices (a) Movies (b) Hockey Fight

highest accuracy of 98.87% on hockey dataset and 99.97% on movies dataset. In
addition to performing on movie dataset with homogeneous content, the model
can also learn deep features for constant motion among players and dynamic
backgrounds in hockey fight dataset. In our study, we did not evaluate the model
on any crowd violence dataset, so we do not know how it performs in complex
social situations like crowds.
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Table 3. Accuracy comparison of existing methods with proposed approach

Year Method Hockey Fight Movies

2017 Kecceli et al. [12] 94.4% 96.5%

2018 Ismael et al. [19] 94.6% 99.0%

2019 Soliman et al. [22] 95.1% 99.0%

2019 Khan et al. [13] 87.5% 99.5%

2021 Asad et al. [2] 98.8% 99.1%

– Proposed 98.8% 99.9%

5 Conclusion

In this research, a deep learning model is suggested to solve the problem of
violence recognition by utilizing the idea of transfer learning. For the purpose of
identifying violence in videos, a CNN network ResNet50 is used for extracting
spatial features, while the last fully connected layer is replaced with additional
trainable layers. Finally, fine-tuned the model on two video datasets - Hockey
and Movies. The results of the study showed that transfer learning with the
ResNet50 model is effective in detecting violence in video clips with comparable
performance to current ate-of-the-art models. Results of this study demonstrate
the potential of transfer learning in violence detection by eliminating the issue
of over-fitting in training a deep network from scratch.

In future work, the current approach can be extended to other domains such
as crowd violence, violent events in social media and other real-life scenarios.
The proposed model was tested on only two datasets in the current study, so
future research could examine a approach on other real-life and more diverse
datasets. Furthermore, adding new layers, including convolutional and recurrent
layers, can be considered to enhance model performance.
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Abstract. Because of the limitations of cameras optical lenses, which
have finite Depth-of-Field (DOF), acquiring images that are completely
in focus is a challenging task. In particular, the scene contents inside the
scope of the DOF are focused whereas those outside the scope are out of
focus. Therefore to create a fully focused image, a number of algorithms
have been developed by researchers with the aim of fusing together a
number of partly focused images of the same view. These algorithms
are generally categorized into conventional and deep learning-based tech-
niques. Multi-focus image fusion (MFIF) has several applications such as
optical microscopy, micro-image fusion, digital photography and remote
sensing networks. In this review, first, the concept of image fusion has
been explained followed by the categories of MFIF including the limita-
tions of traditional image fusion methods. Subsequently, the experimen-
tal evaluation of seven MFIF methods is performed both qualitatively
and quantitatively on Real-MFF dataset. As a final conclusion, the paper
discusses some challenges and areas for future research.

Keywords: Depth-of-field · Multi-focus image fusion · Conventional ·
Deep learning · Real-MFF dataset

1 Introduction

The purpose of image fusion is to integrate significant data from either two source
images or more of an identical view into one image that is more reliable than
each of the input images and better appropriate for both human and machine
vision [1,15].

In image processing applications, image capturing is a crucial step. The digi-
tal single-lens reflex camera cannot grab every detail of the scene; hence, certain
details could unavoidably be lost. Usually, cameras can focus upto a finite dis-
tance. This is owing to the restricted DOF of optical lenses of conventional
cameras because the cameras have the ability to concentrate only on a partic-
ular region in an image while keeping the remainder of the scene out of focus
[5,40].

Image objects captured in the range of limited DOF appear to be clear or
focused, while those far from the focus point seem blurry or out-of-focus [34].
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The quality of an image can be enhanced by using a method that allows
for the collection of images where each item is focused. This is accomplished
by blending numerous images taken from various focal planes into one image.
A fused image with every item in focus is what is produced. This process is
known as Multi-focus image fusion (MFIF) as demonstrated in Fig. 1. MFIF is a
way of extending the DOF by combining partly focused images of a similar view
into a full focused image. It is a challenging problem, while being intriguing and
appearing to be simple [34,37].

As a result of human perception, clear images are more informative than the
blurred ones [45]. The three different levels can be used to carry out the fusion
process listed as follows [5,15,41].

+ =

Source image A Source Image B Fused Image

Fig. 1. The MFIF procedure. Image courtesy of [42]

Pixel level - The pixels in the input images are used directly in this type of
image fusion. The pixels of source images are averaged or maximized to produce
the fused image which is less computationally intensive and highly accurate. It
is the lowest level of image fusion [5,15].

Feature level - It is also called fusion at intermediate level. Firstly, it extracts
the features like textures, corners, edges etc. from the source images and then
use it for further processing and analysis to perform fusion [15].

Decision level - It is the highest level of image fusion where input images
are separately processed to extract the information. The decision-level has finest
real-time performance when compared to pixel and feature-level, but information
loss is one of the major downside of this image fusion level [41].

The remaining sections of this paper is divided as follows: Sect. 2 describes the
methods of MFIF both traditional and deep learning based. Section 3 describes
the dataset used for evaluation and examines the performance of different MFIF
methods. Conclusion along with future work is summarized in last section.

2 Multi-focus Image Fusion Methods

As the demand for fully focused images has increased, many MFIF algorithms
have been developed to enhance the image quality. In general, these algorithms
are classified into two kinds: Traditional and deep learning-based MFIF methods.
These two categories are explained as below [9,45]:
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2.1 Traditional MFIF Methods

Several MFIF approaches are broadly divided into transform domain and spatial
domain-based methods in accordance with the fusion strategy as shown in Fig. 2.
Spatial Domain Based Methods

In these methods, the input images are blended using spatial features of the
images. The focus level or sharpness of an image is precisely estimated using pixel
intensity values. As opposed to transform domain-based approaches, the inverse
transform stage is not used in spatial domain. A spatial domain based approach
consists of establishing the weight maps for each input images and then to use the
weighted average of those images to construct a fused image. However, there are
significant drawbacks, such as spatial distortion, noise sensitivity, and artefacts
that show up in the fused image. There are three types of spatial domain-based
methods which are explained as below [5,24,31]:

Fig. 2. Classification of MFIF methods [24,41,43]

a. Pixel-based methods
Pixel-based MFIF techniques have drawn a significant interest lately. These
techniques may often retain the spatial integrity of the fused image while
retrieving sufficient detail from the original images [31]. The most basic pixel-
based image fusion technique simply averages each source image’s pixel values.
Even though it is quick and easy, the fused image tends to have some blurring
effects [9]. Several techniques have been put forth for fusing images using
pixel-based methods like [3,6,23,28,33].

b. Block-based methods
In block-based approaches, each pair of input images is partitioned into a set
of blocks of specific dimension. The ALM1 is constructed for each block and

1 Activity Level Measurement.
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then every block is fused in accordance with it. The result of the fusion tech-
nique is significantly influenced by the block size because these approaches
suffer from blocking effects due to the concurrent existence of focused and
defocused blocks [5,31]. Some of these block-based methods are [4,12,20,32]
etc. Many researchers have suggested various improved block-division algo-
rithms to address the issue of block size such as [2,30,44].

c. Region-based methods
Based on the concept of image segmentation, region-based techniques put
a great deal of emphasis on the accuracy of segmentation. While the archi-
tecture of these methods is analogous to that of block-based methods, the
fundamental distinction between them is that the former executes ALM in
every segmented area of non-uniform size [24]. Like block-based approaches,
these methods also suffer from blocking effects. Some representative methods
include [8,13,19].

Transform-Domain Based Methods
These methods differ from the methods based on spatial domain; in that

they convert the input images into a different domain where they can be cor-
rectly fused. As shown in Fig. 3, these methods are composed of three phases.
First, an image decomposition method is used to convert the input image into
transform coefficients. Second, the image fusion activity is carried out in three
steps: ALM, fusion rule and CV2. Third, the fused image is rebuilt by apply-
ing inverse transform. The more the layers of decomposition, more detailed the
information, but the efficiency will degrade. As a result, perfectly managing the
relation between the decomposition layer and execution efficiency, fusion effect
will be significantly increased [24,46]. The categories of transform domain-based
methods include MSD3, SR4 and GD5-based methods.

Fig. 3. Simplified representation of transform domain-based methods [24]

a. MSD-based methods
MSD-based techniques are currently often employed in the domain of MFIF.
The three forms of MSD have been identified: pyramid transform, multi-
scale geometric analysis and wavelet transform. Due to their superior feature

2 Consistency Verification.
3 Multi-scale decomposition.
4 Sparse representation.
5 Gradient domain.
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representation capabilities, these approaches have shown tremendous success
in the MFIF field [5]. The MSD approach has the benefit of obtaining more
precise details of feature which leads to better fusion impact overall but there
is excessive breakdown of information resulting in a significant amount of
computation [24,46].

b. SR-based methods
In SR-based methods, the signals are depicted by a small number of atoms
extracted from a predetermined lexicon. In the domain of MFIF, sparse rep-
resentation methods have become a prominent area. The problem of noise
in fused image can be better resolved by sparse representation. Furthermore,
the method is complex, has limited computing efficiency and performs poorly
in real-time [5,46].

c. GD-based methods
Fusing the gradient depiction of the input images is the fundamental aim of
gradient domain-based image fusion techniques. Then fused image is recre-
ated by using the fused gradient. This method can enhance the visual effect
of image by preserving the features [24].

Limitations of Traditional MFIF Methods
It is widely known that ALM (also known as focus measure) and fusion

rule are two important elements for both transform and spatial domain based
image fusion techniques. But these conventional methods have some problems
in handling them.

Firstly, feature extraction from various source images must be performed
using the same transformation to ensure that successive feature fusion is viable.
Since the extracted features do not consider the distinctive differences between
source images, they may not be as informative as they could be. Secondly, the
majority of these methods frequently use far more intricate fusion rules, which
may not be appropriate for use in real-world scenarios. Thirdly, The manual
design of both focus measure and fusion rule is a challenging task that requires
a lot of experience. Furthermore, the conventional techniques separate the focus
measurement and fusion rule, which restricts the performance of fusion, as cre-
ating an optimal design that takes into account all the required parameters is
nearly impractical [16,18,21,39,45].

However it does not imply that these intricately developed fusion rules and
ALM are not significant contributions. The issue is that handcrafted layout is
actually rather difficult. Additionally, from a particular perspective, it is hard to
create a perfect design that takes into consideration all the required components
[21].

To address the above limitations, recently deep learning based approaches
have received much attention. They have made a great advances in the image
fusion field. These methods can take advantage of different network branches to
extract more accurate features. They learn the focus measure by using the deep
characteristics that are more potent than the handcrafted ones. Additionally,
during training, these methods learn fusion rules automatically. Furthermore,
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they can manage ALM and fusion rules collectively through learning, making
it more capable than traditional MFIF methods. As a result, deep learning-
based methods lead to improved fusion performance in MFIF problem. Under
the direction of well-designed loss functions, deep learning-based approaches may
develop a more logical feature fusion strategy to attain adaptive feature fusion.
Deep learning accelerates the development of image fusion by taking use of these
benefits and outperforming conventional approaches in terms of performance
[17,41,43].

2.2 Deep Learning (DL)-Based Methods

In the realm of MFIF, deep learning-based approaches have emerged as a very
prominent domain and lately achieved cutting-edge results by utilising neural
networks’ potent image representation capabilities. Since 2017, a plethora of
deep learning-based MFIF techniques have been presented, resulting in a new
trend in this area. Deep learning techniques are further classified into supervised
and unsupervised deep learning based techniques [24,43].

a. Supervised DL-based MFIF methods
Supervised methods needs the labelled data to train the network and to gen-
erate the labeled data, some methods uses Gaussian blur strategy to blur the
clear image while others employ matte boundary defocus mode to give better
fusion results by providing realistic training data [43]. Some representative
supervised methods include [9,12,18,21,27,39,45].

b. Unsupervised DL-based MFIF methods
Recently, ConvNet (CNNs) have been employed for MFIF. Since there isn’t
enough labelled data for supervised learning, so existing techniques uses Gaus-
sian blur to imitate defocus and create synthetic training data with ground-
truth. Further, they categorize the pixels as clear or blur and use the resulting
fusion weight maps for post-processing. Thus, unsupervised MFIF methods
are employed [37]. Some of the unsupervised methods are [11,14,26,35,37].

Readers are advised to go through reference [5] and [43] for in-depth coverage of
MFIF methods.

3 Experimental Findings

This section presents a comparative analysis of the multi-focus image fusion
algorithms. Four objective metrics were used to determine the performance of 7
familiar image fusion methods on 5 multi-focus image pairs. All the algorithms
were run using the default settings listed by their authors.

3.1 Dataset and MFIF Methods for Comparison

In this study, 5 multi-focus image pairs are randomly selected from Real-MFF
dataset [42] for evaluation as demonstrated in Fig. 4. The dataset consists of two
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source image pairs of size 433×625 along with ground-truth. In addition to this,
7 prevalent MFIF techniques are employed for comparison out of which 4 are
based on traditional approaches namely ASR [25], DSIFT [23], CSR [22], GFDF
[29] and 3 are based on deep learning viz. CNN [21], MADCNN [16], DRPL [18]
.

Fig. 4. Five sets of source images from Real-MFF dataset used in our experiment.

3.2 Qualitative and Quantitative Evaluation

Quantitative Evaluation

To determine the efficacy of fused images obtained using different MFIF
algorithms, the objective evaluation metrics were used. There are four types of
metrics: metrics based on (i) information theory, (ii) image structural similarity,
(iii) image feature and (iv) human perception. Four metrics were examined in
this paper, each from a different category [24,43]. These are described as below:

– Mutual information (QMI) [10] is an information theory based metric that
assesses the quantity of information carried over from input images to the
fused image.

– The Gradient based metric (QAB/F ) [36] determines to which degree the edge
details from source images is incorporated into the fused image. It is metric
based an image feature.

– Yang’s metric (QY ) [38] which determines how much structural detail is
retained in the fused image, is an image structural similarity-based metric.

– Human perception(QCB) [7] measures the degree to which key features of the
human vision are similar.

For all four assessment metrics listed above, greater the value, greater is the
quality of image fusion. The implementation of these metrics is contained in
the MATLAB toolbox6 provided by the first author of [26]. Table 1 shows the

6 https://github.com/zhengliu6699/imageFusionMetrics.

https://github.com/zhengliu6699/imageFusionMetrics
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objective performance of several image fusion techniques. Each metric’s top two
best results are shown in bold.

DRPL and DSIFT perform effectively in retaining information in a fused
image. Although the results of both the above techniques are very close to each
other but DSIFT lacks in retaining the features from source images as can be
seen from QCB metric. GFDF and CNN performs better when compared to
other methods. The performance of MADCNN is average. ASR and CSR does
not perform well enough in comparison to other methods.

Table 1. The objective comparison of the state-of-the-art image fusion methods. The
average values is shown across all 5 pairs of Real-MFF dataset.

Methods QMI QAB/F QY QCB

ASR 1.0786 0.7351 0.9634 0.8369

DSIFT 1.1984 0.7542 0.9785 0.8640

CSR 0.5760 0.5046 0.8407 0.5961

GFDF 1.1725 0.7552 0.9800 0.8646

CNN 1.1637 0.7547 0.9792 0.8631

MADCNN 1.1549 0.7536 0.9771 0.8563

DRPL 1.1984 0.7540 0.9781 0.8609

Qualitative Evaluation

For qualitative evaluation, results of only one multi-focus image pair is pre-
sented in Fig. 5 due to page limitation. This figure includes source image pairs
as well as the results of different state-of-the-art image fusion techniques on
Real-MFF dataset [42]. Here the selected area is marked with red boxes and the
Fig. 6 displays the zoomed-in selected regions. For better comparison, difference
of images is calculated by subtracting source image B displayed in Fig. 5(b) from
each fused image. The difference images presented in Fig. 7. has been adjusted
to the range of 0 to 1.

It is clearly seen from Fig. 7(a), that ASR represents some minute residuals in
the background between the focused part of input image B and the fused image.
The branches of the tree are faintly visible in the background of difference image.
It also suffers from artifacts around the edges of leaves. The CSR technique does
not perform well enough as it introduces sharpness around the edges of leaves
along with the increase in the intensity of the fused image (see Fig. 5(d) and
6(d)). The background is clearly visible which results in the overall low image
fusion quality as depicted in Fig. 7(b).

The DSIFT method in Fig. 7(c), process the boundaries poorly near the clear
and blur region of the fused image (see the magnified Fig. 5(e) and 6(e)). The
corner edge of the leaves are blurred and somewhere they are not complete as
compared to other methods. GFDF in Fig. 7 (d) performs much better than
DSIFT but fails near the boundary of leaves due to the existence of artifacts
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Fig. 5. Qualitative image fusion outcomes of different fusion algorithms on one MFIF
pair from Real-MFF dataset

and some minor residuals. The visual comparison of CNN in Fig. 6(g) and 7(e)
is almost similar to GFDF as both the techniques have some slight residuals
around the top leaf. MADCNN in Fig. 7(f) also has good image fusion quality
except that some part of the edges are blurred and few artifacts are present
on the edge boundary of leaves. In Fig. 7(g), the DRPL outperforms all other
methods as edge boundary of leaves can be precisely seen resulting in a superior
image fusion quality (see Fig. 5(i) and 6(i)).
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Fig. 6. Magnified sections of images shown in Fig. 5(a) to 5(i)
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Fig. 7. Difference of images produced by subtracting Fig. 5(b) from each fused image
(Fig. 5(c)-5(i))

4 Conclusion and Future Directions

In this review, both traditional and DL-based MFIF methods have been dis-
cussed along with their characteristics. Experiments were conducted to estimate
the performance of 7 MFIF algorithms on 5 pairs selected at random from the
Real-MFF dataset. Four evaluation metrics have been used. The results demon-
strate that DL-based MFIF methods perform well when compared to traditional
MFIF methods.

Although MFIF has been the subject of significant research over the past
few years, there are still some challenges that needs to be addressed such as
reducing the level of noise, reducing the running time of the process, developing
a real-time image fusion algorithm which leads to broader application prospects,
designing effective fusion schemes for fusing boundary regions.

In the future, the aforementioned problems can be considered for building
an efficient MFIF approach. A researcher can consider combining more than
two multi-focus images. Furthermore, it will be extremely beneficial if an MFIF
approach can be built for certain application cases.
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Abstract. Presently, one of the most essential performance of new multicore

CPUs is processing speed. Various components, including cache, are employed

to increase the processing speed of the processor. When cache memory comes

to multi-core system speed, it is crucial. Because CPU speed is increasing at an

alarming rate, an extremely fast cache memory is required to keep up with the

processor. On-chip cache systems Cache memory is used to store information.

Between the main memory and the CPU, there is a buffer called cache. The rate

at which information flows between the central processor and main memory is

synchronized using cache memory. The advantage of storing knowledge in cache

over RAM is that it has faster retrieval times, but it has the downside of consuming

on-chip energy. The performance of cache memory is evaluated in this research

using these three variables: miss rate, miss penalty, and cache time interval.

Keywords: On-chip cache memory · addresses · hit ratio · miss ratio · cache

memory

1 Introduction

The definition of cache is “a collection of like items kept in an extremely hidden or

inaccessible spot.“ Caches, which are typically constructed of RAM, are at the top of the

memory hierarchy RAM. The primary difference between a cache and other memory

hierarchy levels is that a cache uses hardware to search memory locations, whereas other

memories use software, or software and hardware combined, to do so. To improve the

performance of the processors, raise their operating frequency or speed as well as the

amount of work they complete per cycle. Several techniques for enhancing parallelism

have arisen as a result of the growth in transistor count on a device. Microprocessors

will soon be able to simultaneously run many processes or threads and take use of

commonalities at the process or thread level.

In 1960, the IBM system/360 Model 85 was the first to use cache memory. An on-chip

8 KB L1 cache was initially introduced in the 1980s with the Intel 486DX microprocessor.

Cache memories temporarily store the primary memory sections’ contents that are most

likely to be needed, which are compact, quick memories. Cache memory enhances

computer performance by preserving frequently used data or instructions so they can be

accessed very quickly. During a CPU, the first level cache (L1) is often located inside
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the processor, whereas the level 3 cache (L3) and the level 2 cache (L2) are situated on

different chips.

The two separate components of cache memory are cached data memory and cache

tag memory. The numerous collections of memory words that make up cache data mem-

ory are referred to as cache blocks, lines, or pages. A block address or tag serves as

the identifier for each cache block. A collection of all block addresses or tags is called

cache tag memory. The cache memory is accessed when the central processor needs

information or instructions by sending an address there.

When data is found in cache, the CPU is informed. Finding data in cache memory

is referred to as a cache HIT. When data is not discovered in cache, it is referred to as

a cache MISS. In this situation, the address in main memory is searched for the data or

instruction. After receiving data from main memory, a block of data is sent from main

memory to cache memory, completing all requests from cache. HIT Ratio is a measure

of cache memory performance (Fig. 1).

Fig. 1. Block Diagram of Cache Memory

When a software runs on a computer, related storage locations are frequently visited.

The temporal segment relates to the use of specific data and/or resources across relatively

short time periods. The use of data portions among fairly close storage places is referred

to as spatial locality. A mapping technique is used to transport data from main memory

to cache memory. Addresses can be mapped to cache locations in three different ways:

directly, associatively, and set associatively. Direct mapping, which turns each main

memory block into a single possible cache line, is the most basic technique. Associative

mapping enables any line of the cache to be mapped into any main memory block. With

set associative mapping, any line in a cache set, which is made up of cache lines or

blocks, can map any block of main memory (Fig. 2).

The system performance will be impacted by a number of cache design considera-

tions. The line’s size is crucial. The level of set associativity is another key trade-off in

cache design. On the other hand, increasing the level of set associativity improves the

cache’s value and quality because it reduces the need for address comparators. Recent

studies on cache memory show that, despite the direct mapped cache having a greater

miss percentage, on-the-fly mapped caches may routinely beat group associative (or

totally associative) caches of equal size. This is brought on by set associative caches’
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Fig. 2. Cache Mapping

increasing complexity, It considerably increases the access latency for a cache hit. The

slight reduction in miss ratio that associativity achieves as cache sizes grow, becomes

less important as access times for hits get faster.

2 Literature Review

2.1 Review of Cache Memory

Our work is centered on performance issues with multicore processors and numerous

cache memories. Bit slice mode can be used to load the cache to increase parallelism,

which slices two or more bits from each word rather than just one. Caching is used

to handle the vast majority of memory queries. Cache memories can be successfully

implemented in microelectronics memory. Specifies how the computer system should

load the cache. Without any explicit programme instruction, the systems can make excel-

lent use of cache. Cache memory has a certain amount of space. Not recommended for

high-performance computers. Cached data is only saved for as long as the cache has

power [1]. Cache memory serves as a buffer, significantly reducing traffic between the

processor and main memory. Cache memory must be used to overcome problems caused

by numerous copies of data. Preliminary study indicates that this results in somewhat

enhanced speed and less memory congestion; it is either a read or a write miss. Computer

programme reuse and locality Cache memory isn’t adaptable. It is feasible to assume

a hit and proceed in a direct mapped cache. Recover from your miss afterwards. The

miss ratio in cache memory is high [2].Cache memory implementation is difficult since

each cache access necessitates an inter process call. To avoid congestion, use a bigger

cache and more block frames [3]. Cache memory predicts page fault rates reasonably

well and provides a good indication of relative performance. It is tractable analytically.

Whenever a new block is read into cache, block replacement algorithms are applied

(Associative search). No policy for replacing pages exists. Poor performance for cache

hits. Their access times are lengthy, and they require varying amounts of electricity while

they are on and off [4]. Structured and connected memory is used in the exceptionally

fast Josephson NDRO cache design. We intend to eventually put four IK-bit arrays onto
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a 5.35 × 5.35 mm chip, therefore the discussion has mainly focused on how well they

work. Switching is extremely rapid (<10ps). Power dissipation is extremely low (500

nW per circuit). Extremely low temperature operation (=4k). For ultrahigh-performance

computers, Josephson devices are appealing. Using zero electrical resistance to conduct

strip lines and ground planes. Memory bandwidth and bus traffic memory are also high.

Complex circuitry is necessary to evaluate all cache tags in parallel [5].

However, the usage of cache memory has frequently exacerbated rather than reduced

the bandwidth problem. Processor memory bandwidth is being reduced. On-chip mem-

ory is as quick as a stronger processor. Increasing the hit ratio. Its reducing the time it

takes to access data in the cache Keeping multi-cache consistency while minimizing the

overheads of updating main memory [6]. On-chip memory must be properly allocated

for single-chip computers to attain excellent performance. Pin bandwidth is constrained.

It is continuously effective. It takes into account dynamic programme behaviour. It out-

performs a data cache in both speed and cost by nearly a factor of two. It could be able to

use better techniques and knowledge available at build time to preload data into registers

and delete data more efficiently than a data cache. One may consider registers to be local

memory. The amount of memory cycles needed is enormous.

Every cache area’s register should be updated. Transferring data between memory

and cache takes a long time [7]. Each processor’s main memory traffic is reduced via

cache memory. Transmission between main memory and cache takes less time. If the

main memory breadth is narrow, access will take fewer memory cycles. Decrease the

amount of address tag bits needed in the cache. Bus protocol should be improved by

shortening bus cycles and widening the bus. Replacement plans based on frequency.

The cache memory is pretty substantial. The system’s performance is most likely to be

impacted by cache memory [8]. Miss Caching and Victim Caching to Reduce Conflict

Stream buffers and long lines together stream buffers that can prefetch a lot of streams

at once. System performance is improved by lowering cache misses. Using 16B lines in

stream buffers and victim caches effectively increases the size of the data cache. Only

works for tiny caches and has a significant impact on system performance as a whole. It

has a large data cache [9]. Increased Write-Back Cache Bandwidth is necessary. Limiting

the usage of this code to processors that can execute it and/or have cache line widths less

than those expected in the allot directions reduces the write-through cache traffic. Cache

allocation directives demand additional processing time. Cache memory also affects

high hardware complexity and programme execution time. There is a need for more

cycles [10].

Extreme hardware complexity is not employed in high-performance real-time

devices. Regarding the ability to access instruction, there is no conflict. Scalability

concerns [11] The most frequent technique for bridging the speed difference is cache

memory. Cache to increase CPI. Policy of replacement (random, LRU, FIFO) Policy

should be written (CBWA, WT). Area is fully associative (Area = PLA + Data + Tag.

With each cache, memory must be refreshed. It’s possible that syncing caches will cause

problems.

It is unable to save the prior state. Pre-fetching is not performed [12]. It is suitable for

usage in demanding real-time systems. Reducing the maximum execution time. When

the preempted task is reloaded, it returns to its prior state. Worst-case specs, which
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usually result in processor underutilization. Caches that are extremely huge (up to 511

GB). This has an impact on the architecture of the memory hierarchy’s next level and

has a negative impact on real-time application performance. The worst-case execution

time [13] is considerable. Misses in direct mapped caches are minimized by selective

victim caching. It has no impact on cache access time. Data is saved in the main cache.

Miss ratio has improved.

Over simple victim caching, increasing the number of interchanges between the

main direct-mapped cache and the victim cache. Long access time. When applied to data

caches, there is no algorithm. More random data reference patterns are required [14].

Cache memories are short, quick memories that are used to temporarily store memory

contents. Caches became an essential component of all processors. When accessing a

virtual addressed cache, separable cache, or multiple-access cache, address translation

is not necessary. On-chip caches are using up more and more silicon space. Processors

are becoming more superscalar. More aggressive designs are required to accommodate

several requests per cycle [15].

Choose an experiment to try, such as running commands to determine new locations.

Actuate means to send a signal to a device that controls the process (motor, relay etc.)

Directly integrated into the application code are inline probes. Problem with bottleneck

in embedded systems Memory and high peak power cannot keep up with the CPU [16].

Utilizing several concurrent processes, like in CMP/SMT systems. Lowering interfer-

ence from cache The processes share the cache in a dynamic manner. a processor with

many of useful parts. When processes are being run, large caches are needed. There

is a minimum need for extra counters. Performance cannot be improved if caches are

too small for the needs [17]. Utilize memory more efficiently by using a 3D graph-

ics cache.. Resolving a memory bottleneck issue in an embedded system Reduce the

number of intense memory accesses in a short period of time while increasing memory

utilization. Supporting an AXI low power interface reduces power usage. Enhancing the

on-chip bus. Implementation is challenging [18]. Multicore processor with high speed.

To make the timing better. We reduce control and clock loads by aligning cell instances

into “vectors.” The Most Significant Advantage Quick area and timing feedback to the

DE. Different data path configurations can be quickly prototyped. The replacement cir-

cuit gets more complicated. Complexity is high. Cache memory design is difficult [19].

Police investigation cache miss design using FPGA cache memory lower power usage

and improved performance. The induced miss rate in cache memory is monitored by

the cache controller. On-chip power usage. There aren’t any substitute policies. The

processing time is lengthy [20] (Fig. 3).

Faster replacement methods often track less usage data. To shorten the time it takes

to update that information. Regarding the direct-mapped cache, there is no information.

Apps for streaming audio and video Reusable data should be cached (cache pollution).

Nearly one billion transistors are included on a single device. The full capacity of world

scientific codes has already been reached. Scientific computing often necessitates mem-

ory ranging from a few Megabytes to hundreds of Gigabytes [21]. By utilizing greater

block size, larger cache, and better prediction algorithms, the rate of conflict misses is

minimized. However, using a larger block size may result in a higher miss penalty, shorter

hit time, and higher power usage. Larger cache, on the other hand, results in slow access
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Fig. 3. Cache Size

time and expensive cost. It is related to the cache coherence issue. Higher associativity

produces shorter intervals but requires a shorter cycle duration. Matrix multiplication of

various sizes is a problem. It is difficult to pinpoint a specific cache optimization strategy.

Larger caches result in slower access times and higher costs [22]. Higher associatively

produce shorter intervals, but they require a shorter cycle period. When compared to

Cache miss look aside, The victim cache minimizes the miss rate at a significant expense.

Overall, we can claim that there is a huge opportunity to improve cache memory perfor-

mance. Cache Memory influences software execution time [23]. Flash memory offers

excellent performance, large capacity, and consistent service quality.

Increases the amount of data that the CPU can handle. Cache size was increased from

3KB to 15KB, with a 273.8% increase in random write speed and a 214.4% increase in

random read performance. The amount of traffic between the processor and the cache

memory grows. Cache misses result in a cache miss penalty, which reduces total storage

performance [24]. Cache performance based on replacement rules such as LRU, FIFO,

and Random. They discovered that the LRU policy in the data cache outperforms FIFO

and Random. The replacement policies for instruction caches. They put forward a new

loop model. In its loop model, they discovered that random replacement outperformed

LRU and FIFO. However, each simulation has a distinct cache size, cache associativ-

ity, and benchmarks. As a result, policy performance comparisons are less reliable. To

compare the performance of all policies, a single simulation should be constructed [25]

(Fig. 4).

2.2 Review of On-Chip Cache Architecture to Reduce Latency

In [26] Kim proposed the physical design for Non-Uniform Cache architecture (NUCA).

Kim considered single core processor to design the NUCA. The performance of cache can

be improved by increasing the number of banks which reduce the channel contention.

Initially Kim implemented a design with dedicated channel to bank so that routing
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Fig. 4. Traffic reduction

overhead can be reduced. But private per-bank channel increase the wire and decoder

overhead on the chip. To avoid this wire overhead, two-dimensional on-chip network is

designed to interconnect all the banks as shown in Fig. 5(a). These types of cache are

called Static-NUCA (SNUCA) as the memory blocks remain in the fixed banks. The

access latency can be improved by transferring frequently accessed blocks closer to the

core as the bank in the close proximity are faster than other. Such design is termed as

Dynamic-NUCA (DNUCA).

To achieve this dynamic behavior of cache architecture, three basic policies are

followed: (i) mapping: in which bank the data should reside and how to allocate this

bank, (ii) search: how to find out a data block in a bank and (iii) movement: under what

condition a block should change the location, how to change the location and where to

place. In SNUCA, a block can be mapped in any predefined bank or in any bank of the

cache as shown in Fig. 5(b). To locate any data block all the banks must be searched.

To reduce this searching cost associative structure is implemented where multiple bank

lie in a set and each bank occupy one way. Ex. in a 4-way cache, each set consists of 4

banks. There are three basic mapping techniques: (i) simple mapping (ii) fair mapping

(iii) shared mapping. In simple mapping, a data block can be searched by first selecting

the set and then performing the tag match within this set. The main drawback of this

mapping is that some set will be always in the close proximity to the core resulting faster

access compared to other. In fair mapping the first way of a set is accommodated close to

the core so that average access latency for each bank set remain same. Shared mapping

achieve fastest access to all bank by sharing the closest bank to the core. To locate a

data block searching can be done in three ways: (i) incremental, (ii) multicast and (iii)

combined. In incremental searching technique, the search starts from the closest bank

and subsequently search one after another. It is simple to implement and also network

latency is less. In multicast search, all the bank sets are searched simultaneously. It

is faster than the incremental but network communication overhead is higher due to

deployment of routing technique. Even though it is a parallel search but physically one
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bank sets is searched at a time. Combined search locate a bank by performing multicast

search over some banks and remaining banks are searched in incremental manner. Kim

proposed a smart search technique by adding partial tagging mechanism. A partial tag

will be stored for each block so that on request of a data block, this partial tag will select

a subset of banks where the data block is likely to be present.

Kim proposed a simple block movement mechanism to (a) (b) migrate one frequently

accessed data block closer to the core. His Generation Promotion mechanism places a

newly fetched block into the farthest way. Upon every access, the block is interchanged

with the adjacent bank closer to the cache controller.

Fig. 5. (a) NUCA with 16 banks (b) bank mapping in SNUCA.

Kim’s proposal of NUCA uses data block mapping with the help of partial tagging

technique for single core processor. Also allowed migration from the farthest location

to the nearest location via high bandwidth network.

Chishti et al. [27] introduces the distance associativity concept to improve the sequen-

tial access to the data block and migration with few places swapping. The architecture is

named as Non Uniform access with Replacement And Placement using Distance asso-

ciativity (NuRAPID). Distance associativity divides the datasets into multiple groups

at die rent distance having die rent access latency. In this design, tag array is placed

close to the core and is accessed in sequential manner. To access a data block, the tag

array is searched first to second the exact location of bank in which the data reside. By

separating tag array from data array, it is possible to place data block of same set in the

same d-group or in different d-groups. So, a newly fetched data block can be store in

any set of fastest d-group without demoting any block to the farthest d-group.

Upon access to a block, tag array returns a pointer to the exact location of data block

in a particular dataset. Beckman and wood [28] proposed the design of multicore NUCA

architecture. He considered the basic changes to design large cache architecture for Chip

Multicore Processor (CMP). Multicore processor shares the last level cache requiring

fast communication between cache and core. Different process works with different

dataset compete with each other to utilize the common LLC. Also, fastest bank for one

core may be the slowest bank for other core. In this paper, Beckman CMP of eight core

associated with private L1 surrounded by the shared large LLC. Here, minimum bank
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size is chosen to reduce network bandwidth requirement. A large with link is designed

to connect each router of four bank to speed up the communication. The large shared

cache is divided into 16 Tetris shaped zone, each consists of 16bank from 16 different

bank sets. 16 Tetris zones are further categorized into three parts. The 8 Tetris zone close

to 8 core form the local region as each Tetris is very close to one core. The 4 Tetris zones

residing at central region of the cache are called center and the remaining 4 Tetris are

called inter or intermediate region. Beckman block migration involves three policies: (i)

allocation, (ii) migration and (iii) searching. Initial placement follows a static allocation

by considering a lower order bit of each tag to select a particular bank within a bank-

cluster. The intention of a migration policy is to maximizing the L2 hit in the local region

of a core. To achieve this, if a requesting block is directly migrated to the local cluster can

increase the access latency of a distant core for the same block. So, Beckman migration

policy follows a chain of gradual migration as Otherlocal-> otherinter- > othercenter->

mycenter-> myinter-> mylocal.

By this policy, equally shared data blocks concentrate in the center region and inter

contain the blocks shared by the adjacent cores. This architecture implements two phase

multicast searching. In first phase, 6 Tetris closely associated with a core will be accessed

by passing message to all the banks. These 6 Tetris includes one my local, one my inter

and 4 center. This cluster of Tetris have the maximum chance to hold the requested

block as the migration policy moves the data block towards the local region on every

access. On request miss in _rst phase, the rest 10 Tetris are searched by broadcasting the

message.

Huh et al. [29] organizes the L2 cache into two broad categories (i) shared and

(ii) unshared. Unshared region of cache allocates a private section of L2 cache to each

core where shared region is made available to all the core on the chip. An optimal

degree of sharing policy is proposed to divide the cache into these two regions based on

applications. Cache miss can be reduced by sharing cache among maximum number of

core. Greater degree of sharing will allow to store maximum blocks shared by multiple

cores resulting in reduced cache miss. But it increases the access latency by keeping

maximum blocks far from the core. Sharing degree directly elects the hit latency, hit

rate, process to process communication and difficulties in coherence maintenance. Hit

latency decreases with lowering the degree of sharing as few shared block will be at

remote location. With higher degree of sharing, hit rate improves as a core can access

maximum cache space and also a core shares maximum blocks with other core resulting

improved inter-process communication. But, it suffers in maintaining the L1 coherence

as L2 cache can be accessed and update by other cores. Huh experimentally observe the

performance of this cache architecture with different degree of sharing on various com-

mercial applications and scientific benchmarks. Huh shown that SNUCA architecture

with 2 or 4 degree of sharing yields better performance.

Liu et al. [30] have introduces Shared Processor based Split L2 cache that takes

the maximum advantages of shared and unshared L2 design and avoids the drawbacks.

Private l2 cache performs better when multiple core shares few blocks of memory. In

this design a bus is employed instead of interconnection network and L1 cache is placed

on the core side of bus. The shared L2 cache splits are places on the other side of bus.

Each split of L2 cache is assigned to one core. Upon a L1 cache miss, request is passed to
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common bus to access the split(s) assigned to the core which has generated the request.

Even if the block is not available in the assigned splits, request is passed to other splits

before accessing o_ chip memory.

This lookup policy of L2 can be classified into three cases:

1. Local hit: if the data block is available in the assigned L2 split(s).

2. Remote hit: if the data block is found in the neighbor L2 splits

3. L2 miss: if data block is not available in any of the L2 split, the request is passed to

on-chip memory.

If a CPU request is responded by a split other than the assigned split(s), the data

block will be placed in an assigned split. If the data block is not found in any L2 split,

then the data block will be fetched from on-chip memory and will be placed in one of

the assigned split.

Dybdahl et al. [31] proposed a NUCA architecture which combines the concept of

private LLC cache and shared LLC cache. In this design, three level of cache is considered

where L3 is the last level cache. Each core is in close proximity to a portion of shared L3

cache, access to which is faster compared to other portion of L3. An adaptive scheme

is employed on the L3 cache to use a part of L3 cache as shareable memory. Each set

of shared cache is distributed across all the cores. On frequent access, a block is shifted

towards the private portion of L3. For any request, the tag of a block is searched in private

portion first then, subsequently search the shared portion. Dybdahl proposed a dynamic

L3 cache partitioning by allocating variable number of ways to private partition. Each

set maintained a shadow tag for each core. To evict a cache block from L3, it should be

recorded in shadow tag of core which fetched it. On next cache miss, the shadow tag for

that set is searched first, if it is found, then the counter hit in shadow tag for requesting

core is increased by one.

SP-NUCA architecture is a simple hybrid architecture proposed by Merino et al. [32].

In this design, LLC is divided into multiple sets where each set can store private and

shared block of data. Private blocks are assigned to a particular core and shared blocks

are made available to all the core. To search any block, the tag is compared within the

private blocks of the requesting core. If there is no match then, the shared blocks are

accessed. If there is a miss in shared block too, the private blocks assigned to other will

be searched. If a data block is found in private block of other core, it will be migrated

to the shared blocks. Initially, a data block fetched from the memory is placed in this

private block of fetching core. The migration policy is implemented with an additional

private bit. By piping the bit, a block is reassigned as private or shared without swapping

the data block physically.

In 2009, Madan et al. [34] proposed a 3D hybrid cache design by stacking SRAM and

DRAM upon Chip Multicore Processor to increase the cache capacity. Their aim is to

take the advantages of low latency SRAM and high density of DRAM effectively. They

have also reduces wire latency by stacking three layers, where top two layers consists

of 16 DRAM banks upon 16 SRAM banks act as L2 cache. Request from the 16 cores

of bottom layer reaches SRAM layer first then passes to DRAM layer. In 2011, Inoue

et al. [35] have improve the cache performance by proposing an SRAM/DRAM hybrid

cache architecture consists of small sized SRAM and large stacked DRAM.
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The cache operates in two modes depending on the demand of program. If a program

requires large capacity cache, then DRAM mode uses large DRAM while small SRAM

is used store the tags only. In 2013 [36] Hameed et al. observed that the hierarchy cache

consists of L3 SRAM and L4 DRAM, supers with redundant data. So, they proposed

a policy for hybrid SRAM-DRAM LLC to decide whether a new block is to be placed

in both SRAM and DRAM or only in DRAM to avoids such data duplication. Later in

2014, Hameed et al. [37] proposed a technique to avoid the high tag latency of large

DRAM cache by designing two small SRAM to hold the tags of frequently referred sets

of large L3 SRAM and large L4 DRAM separately. They named these small SRAMs

as SRAM tag-cache and DRAM tag-cache. Huang et al. in 2014 [38], proposed a tech-

nique to avoid the area overhead of tags-in-SRAM compared to tags-in DRAM without

degrading the performance. They have used DRAM to maintain tags along with a small

dedicated SRAM cache, called aggressive tag-cache (ATCache) that caches the recently

accessed tags to utilize temporal locality. Gulur et al. in 2015 [39], proposed an adaptive

performance model of the DRAM Last Level Cache that spans both tags-in-SRAM and

tags-in- DRAM organizations. Their model estimates the average access latency and

request arrival rate at DRAM cache.

3 Conclusion

We addressed cache memory and how to increase cache memory performance using all of

the references in this paper. The central processing unit of the system uses cache memory,

which is a fast random-access memory, to temporarily store data and instructions. By

keeping the most frequent and likely data and instructions “near” to the processor, where

the system central processing unit may readily recognize them, it decreases execution

time. The data structures used today will be replaced by larger, more intelligent caches

in the future. The RAM requirements for today’s scientific computing applications range

from several Megabytes to many Gigabytes.
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Abstract. Users often underestimate the power and utility of smartphones, as they

are unaware of the wide range of intelligent sensors that are now built-in into them.

Smartphones are equipped with a wide array of sensors, including accelerometers,

gyroscopes, magnetometers, barometers, pedometers, etc. These sensors are con-

tinuously active whenever the phone is turned on. Our study examines the way in

which a smartphone can authenticate a user in a continuous and automatic manner,

without requiring their awareness.

To achieve this goal, we have created a moderate-sized human gait database

that comprises data from 63 volunteers, taking into account their ages, genders,

educational levels, professions, and backgrounds. In order to create this database,

a web-based application was used to utilize the sensors on smartphones to capture

human gaits. To determine which algorithm is most effective at verifying users

based on their gait patterns, we analyzed the dataset here using ten popularly

known anomaly detection algorithms.

We found that one-class support vector machines (OCSVMs) are the most

powerful for verifying users based on gait, with an average Equal Error Rate (EER)

of 0.0043. It has been also identified that the EER has been reduced from 0.0043

to 0.0013 when soft biometric traits like gender, education level, and age group

information are incorporated. We have proposed research directions to develop

and implement this technology, and we believe it has practical applications.

Keywords: Smartphone Sensors · Gait Analysis · Anomaly Detection ·

One-Class SVM

1 Introduction

In the recent past, S. Roy et al. [1–10] and his group has published number of interesting

article for identification, verification and authentication purposes by analyzing the smart-

phone sensors data collected appropriately through self-developed mobile application
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software. In their study [10], human gait has been used for identification and verification

purposes. This study has been extended for the continuous identification and verifica-

tion of the user through smartphone data. It indicates that the intelligent sensors of the

smartphone will continuously authenticate and verify only the user of it by capturing the

sensor data. This verification is related not only through the gait, but it also incorporates

the body language of the user too.

1.1 Motivation and Opportunities

The usage of mobile technology has rapidly expanded across the world. Presently,

it is approximated that more than 5 billion individuals possess mobile devices [16],

with more than half of these connections being smartphones. Smartphones come with

several advanced sensors [10] that allow them to gather a variety of detailed contex-

tual data, including information on location, device utilization, human movement pat-

tern, etc. at a particular moment. The effective utilization of the information has the

potential to provide us with valuable insights and may be considered as a promising

solution for many upcoming technologies like analysingbehaviouralbiometrictraits,E-

healthcareetc.Unfortunately,thevaluable information produced by smartphone sensors

has not yet been fully utilized to its potential. This suggests that there is a significant

amount of untapped potential for further research and development utilizing smartphone

sensors.

1.2 Literature Survey

The term “human gait” refers to how a person walks, specifically the style or pattern that

is unique to each individual. Traditionally, gait analysis has primarily been employed

for medical assessment objectives by using video images to monitor a patient’s bodily

movements or body language. However, this approach is costly and requires the use of

an indoor laboratory. As a result, Morris et al. [11] introduced a revolutionary approach

in 1973 that entailed the insertion of an accelerometer sensor into the human body for

the purpose of identifying bodily movements. However, the challenge with informa-

tion gathered solely through an accelerometer sensor is that inaccuracies escalate with

velocity. As a result, to mitigate this undesirable error, Dejnabadi et al. 2006 [12] as well

as Favre et al. in 2008 [13] utilized a fusion of accelerometer and gyroscope sensors.

Several subsequent investigations have adopted a similar technique as the usage of a

fusion of sensors leads to precise identification of the user. But these research is founded

on the application of external sensors affixed to the human body, which still encounters

issues with expense as well as information is limited to three to four sensors only.

In the past, limited research focused on using smartphone sensors to track human

gaits. But it is becoming a recent research trend to its easy availability, accurate informa-

tion, and cost-effectiveness. A recent study [14] suggested a method for authenticating

smartphone users based on their behavioural characteristics, utilizing smartphone sen-

sors. The researchers named their system “SmarterYou”, and through the use of the

kernel ridge regression machine learning technique, they have achieved an accuracy rate

of 98% in user authentication. Another recent study [15] introduced a plan that involved

gathering information from various 3D sensors on a smartphone in the background over
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a set period and using the collected hand movements to create a profile of the user. They

have achieved a True Acceptance Rate (TAR) of 96% with an Equal Error Rate (EER) of

4% when testing their approach on a group of 31 qualified volunteers using the Random

Forest (RF) classifier.

Figure 1 presented below shows the current level of research conducted around the

world on gait analysis.

Fig.1. Human gait analysis interest worldwide

2 Major Goals and Contributions

The paper has four main goals and contributions, which are outlined as follows.

1. The first aim is to introduce a framework for creating a dataset on gait analysis by

using sensors on smartphones while walking.

2. The second objective is to suggest a method for continuous user authentication by

utilizing an anomaly detector based on OCSVM.

3. The third objective is to use multiple soft biometric attributes to boost the effectiveness

of the proposed model suggested in the paper [2].

4. The fourth aim is to compare the performance of the proposed anomaly detector with

various advanced and contemporary detectors.

3 Methodology

3.1 Dataset Preparation

• To prepare the dataset, 63 volunteers were involved, including individuals with vary-

ing professions, genders, age groups, and educational backgrounds. Figure 1 shows

the class distribution of the subjects. Samples have been collected with the assistance

of a Samsung M20 android mobile device.

• From each participating individual data has been collected over the course of 5

sessions, and each session included four repetitions, by a web-based application

developed by us. There was a 12-h interval between the two sessions.

• At the time of collecting the samples of individuals, the smartphone holding the web-

based application has been placed at the pant pocket location of the volunteer. The

volunteer was then asked to walk on a flat surface for a duration of 1 min and 30 s in

a usual manner.
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• As the volunteer moved, the smartphone placed in their pocket started to shift position,

and the web-based application records the sensory information produced by changing

the position of the smartphone. This way, during each session, four samples were

collected from each volunteer.

• In addition to the acceleration, rotation, gyroscopic, and gravitational information of

the smartphone generated due to the gait from the sensors; we have also gathered

information about volunteer traits to use a soft biometric method [2] and demonstrate

how these traits can affect the results (Fig. 2).

Fig. 2. Class distribution of the subjects

3.2 Model Implementation

The actions to carry out the implementation are outlined as:

• Our team has developed a Shinyapp using the R statistical programming language to

execute anomaly detection algorithms on our dataset.

• The data has been organized in a.csv format within an Excel file.

• The dataset has been uploaded to the Shinyapp and employed 10 popular anomaly

detection algorithms to analyse it.

• To facilitate training, the dataset has been split into two sessions, and three sessions

have been allocated for testing purposes.

• We have incorporated several soft biometric traits using the Shinyapp and observed

the impact of their inclusion on the results obtained from the anomaly detection

algorithm.

The following ten anomaly detection algorithms were used to analyze the dataset:

OCSVM, Scaled-Manhattan, Hamming, Bhattacharyya, Euclidean, Czekanaowski,

Squared_Chord, Mean, Motkya, Dice.
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Several soft biometric characteristics that have been considered include Gender, Age

Groups, Qualification, Handedness, Hands Used, and Chronological Information.

4 Results and Discussions

4.1 Detector Performance Evaluation Metrics

The user authentication model’s performance is often assessed using a commonly used

metric called the Average Equal Error Rate (EER). This metric involves setting a thresh-

old for acceptance, at which the False Acceptance Rate (FAR) and False Rejection Rate

(FRR) are equal. The False Acceptance Rate (FAR) represents the proportion of unau-

thorized individuals who are wrongly granted access, out of the total number of attempts

made by those individuals to gain access. The less value of False Acceptance (FAR)

indicates a higher level of security. The False Rejection Rate (FRR) is the ratio of the

number of unsuccessful verification attempts made by a legitimate user to the total num-

ber of verification attempts made by that user. A higher False Rejection Rate (FRR) is

typically associated with a lower usability rating.

When it comes to the user authentication model, setting a higher threshold tends to

decrease the False Acceptance Rate (FAR) while increasing the False Rejection Rate

(FRR). As a result, selecting an appropriate threshold value is a crucial factor in reducing

the Equal Error Rate (ERR).Our study emphasizes the importance of carefully evaluating

both security and usability requirements when selecting a threshold for each individual

user, in order to ensure an appropriate balance.

4.2 Performance Comparison

The prepared gait database has been analyzed with R-studio and obtained results are

placed in Table 1.

Table 1. Performance comparison of the anomaly detectors.

Anomaly Detectors Without

Soft

Biometric

With Soft

Biometric

Gender

Plus Age

Group

Plus

Handedness

Plus

Qualification

Plus

Hands

Used

Plus

Chronological

Information

One-Class SVM 0.0043 0.0045 0.0040 0.0034 0.0023 0.0015 0.0013

Scaled-Manhattan 0.0437 0.0437 0.0435 0.0435 0.0431 0.0429 0.0429

Hamming 0.1023 0.1021 0.1012 0.1009 0.0993 0.0987 0.0987

Manhattan 0.0918 0.0914 0.0908 0.0896 0.0879 0.0862 0.0862

Bhattacharyya 0.0914 0.0907 0.0882 0.0853 0.0816 0.0767 0.0761

Euclidean 0.0897 0.0892 0.1189 0.1155 0.1114 0.1071 0.1066

Czekanaowski 0.086 0.0859 0.0851 0.0845 0.0829 0.0810 0.0810

Squared_Chord 0.1345 0.1314 0.1266 0.1215 0.1161 0.1097 0.1097

Motkya 0.1146 0.1142 0.1129 0.1115 0.1094 0.1074 0.1073

Dice 0.1266 0.1254 0.1221 0.1177 0.1139 0.1085 0.1084
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Here, each numerical value indicates the average equal error rate (EER) that was

achieved by using the corresponding anomaly detection algorithm on our gait dataset.

We have considered 10 popularly known anomaly detectors as mentioned in the Table 1 to

evaluate the Equal Error Rates. The various soft biometric traits have been incorporated

one by one in the input of the anomaly detection algorithm and the performance through

EER has been observed. The result of each column of the table indicates the improved

EER with the inclusion of separate soft biometrics with the earlier result. So it can be

concluded that the recognition rate will increase gradually with the incorporation of

various soft biometric traits and will reach a maximum value.

It is evident from Table 1 that the OCSVM achieves the lowest average equal error rate

for user identification based on their gait pattern, regardless of whether a soft biometric

approach is used or not. As a result, we have chosen the OCSVM as the preferred model

for our system.

If this application continuously runs within the user’s mobile, the machine will be

more and more intelligent in course of time to identify and verify the particular user as

well as the owner of it. If the mobile set goes to a user other than the owner, it will give

some indication and may be equipped to switch off, mentioning unauthorized access.

4.3 Major Contribution of the Study

The present study report a powerful and cost-efficient identification and authentication

technique analyzing human gaits.

• Acontinuoususerauthenticationtechniquehasbeenproposedbyconducting the experi-

ment with ten different anomaly detection algorithms. Considering the performance;

in this study, OCSVM has been considered as the best one.

• The nature of EER has been examined with the incorporation of various soft biometric

characteristics, and it has been found that the OCSVM algorithm outperforms all

others considered here.

5 Conclusion

Smartphone sensors can collect data beyond the conscious awareness of users that can be

used to authenticate them beyond their conscious awareness. This technology holds sub-

stantial implications for security and privacy, particularly in its applications within the

medical insurance industry. The technology’s capability to perform continuous authen-

tication of smartphone users, irrespective of their device’s location within their pockets,

presents a powerful solution for identity verification. Furthermore, it has potential for

use in safeguarding sensitive health-related information for the purpose of granting

discounts in new health insurance campaigns. By continuously verifying the identity

of users, the technology can help to reduce the risk of fraudulent activities, including

falsifying insurance claims or utilizing others’ insurance policies. This feature can be

especially beneficial in the context of the medical insurance industry, where ensuring

the security and privacy of sensitive medical data is of paramount importance.
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Abstract. The outbreak of the Covid-19 happened in the year 2020 and the

absence of treatment of the virus has motivated researchers to make a thorough

study of the virus and its transmission. Researchers belonging to the field of

Machine Learning have started implementing various algorithms to be able to

identify or anticipate if the virus will be present in the human body. Data Science

and Machine Learning are the leading fields of Computer a that would help in

the process of detection and prediction of occurrence of events. Our paper is a

comparative study of algorithms for COVID-19 analysis. The various algorithms

that we have chosen are Logistic Regression, Random Forest, Decision tree and

Support Vector Machine. In this study, we developed an interface that would allow

the user to select the method they wish to apply to the Covid-19 dataset. As per

the requirements of the user, he would be selecting and declaring the most effi-

cient algorithm based on accuracy, precision, F1 score and recall. Based on the

symptoms that the user selects on the interface, our model would also be able to

forecast whether covid-19 is present in the human body.

Keywords: Logistic Regression,COVID 19 · Support Vector Machine ·

Decision tree · Random Forest

1 Introduction

The outbreak of the pandemic Covid-19 in the year 2020 has created havoc across the

globe. Various researchers belonging to the field of Machine Learning have started their

investigation on SARS-CoV-19 Virus to understand how the algorithms would help them

in predicting the virus as it became an epidemic with no treatment initially. The fatal virus

was spreading at a very rapid pace and infected millions of people across the globe. As per

the data provided by World Health Organization (WHO), as of the first day of February

2023, there have been 6,813,845 fatalities and 753,651,712 verified cases of COVID 19

[1, 2]. There was also a decline in the economy of all the countries as a lockdown was

imposed and all airlines were grounded inorder to stop the human to human transmission
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of the virus. Post the outbreak of the virus, researchers have started studying various

parameters that would make a human body suitable to get infected. Various researchers

from countries like India, China, Turkey, USA etc. [3]. Have published articles on Covid-

19. Few studies have argued that the geographical location of a country can affect the

virus. According to Dr. Aaron Berstein, the director of Harvard Chan C-CHANGE, there

is no proof that viruses are spreading more rapidly due to climate change. Although there

are various animals that migrate to different regions with changes in seasons and through

the migration the animals bring various pathogens with them that might change their

hosts as they come to a new region. A branch of artificial intelligence called “machine

learning” focuses on applying algorithms to empirical data, allowing computers to create

models for complex relationships or patterns without having to be explicitly programmed

[4]. It is founded on the idea that behavior may be replicated and fed by a lot of data.

The conventional machine learning procedure required a train dataset, test dataset, and

algorithm in order to create a model for making predictions. Machine learning has two

subcategories: supervised learning and unsupervised learning. The goal of supervised

learning is to continuously close the gap between the model’s predicted output and

actual outputs by training the model using labels. By utilising techniques like Support

Vector Machine and Logistic Regression, it is used to handle problems involving both

classification and regression. The result is referred to as Classification if the labels take

the form of distinct classes. If the labels are in continuous quantity, the output is called

Regression [5]. In Covid-19 detection, there are various symptoms that are used as

parameters in our paper such as breathing problems, chronic lung disease, heart disease,

diabetes, hypertension etc. [6]. As mentioned earlier, there various algorithms that were

used in our paper for covid-19 analysis are Logistic Regression, Support Vector Machine

algorithms that belong to classification and Decision Tree and Random Forest algorithms

that belong to Regression problem [7].

2 Literature Review

In this paper i.e. comparative study of algorithms for covid 19 analysis has not been

an easy task and a lot of research was conducted to get deep insights regarding the

algorithms that we were trying to implement. We went through various research papers

that were published over a particular algorithm by various authors in the past few years.

Our study of those algorithms through those papers has been a great help in this paper as

we understood thoroughly regarding the implementation of each algorithm and trained

all the models to achieve the objective of the paper [8]. Finally, we have successfully

created the interface that allows the user to choose the algorithms or other parameters

through which the user would declare the best algorithm. Furthermore, our model would

also predict the presence of virus in the human body based on the symptoms selected

by the user. The table below contains all the information related to the research papers

that were used by us to finish our paper [8]. Creating and training models on the dataset

selected is definitely a tough row to hoe but these papers have guided us and helped us

in solving the conflicts that have arisen while doing this paper [10].
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The field of machine learning has seen a surge of interest in the past couple of

years due to the COVID-19 pandemic. Many researchers have attempted to predict the

spread of the virus using various algorithms and techniques. In this literature survey, we

review eight recent research studies that have used machine learning algorithms to pre-

dict COVID-19. In this paper authers S. Albert Antony Raj and L. William Mary in 2021,

compared Naive Bayes, Machine, K-Nearest Neighbors, and Support Vector algorithms

for predicting COVID-19 [11]. The study declared the best algorithm for prediction

based on F1 score, precision, accuracy, and recall. However, the study ignored other

important algorithms for prediction. In this paper authers Arpita Chakraborty, Soham

Guhathakurta, Souvik Kundu, and Jyoti Sekhar Banerjee in 2021, briefly focused on

the Support Vector Machine algorithm for predicting COVID-19 [12]. Although the

study provided results for precision, recall, F1-score, and support, it did not explore the

potential of other algorithms.In this paper authers Vishan Kumar Gupta, Dinesh Kumar,

Avdhesh Gupta, and Anjali Sardana in 2021, compared five algorithms, namely, Multi-

nomial logistic regression, Random Forest, SVM, Decision tree, and neural networks

with R programming to predict COVID-19 [13]. The study only considered accuracy and

ignored other parameters. In this paper authers Narayana Darapaneni, Vaibhav Kherde,

Deepali Nikam, Swanand Katdare, Kameswara Rao, Anagha Lomate, Anwesh Reddy

Paduri, and Anima Shukla in 2021, used the Seird model, Logistic Regression, and

ARIMA model to predict COVID-19 using data published by the Covid-19 India API.

The study used R-squared and Root Mean Square Error to indicate how well the regres-

sion model fits the data. However, the sensitivity of the Root Mean Square Error to

outliers was not considered.In this paper authers Anika Bhardwaj and N. Natarajan in

2021, compared Gaussian Naive Bayes, Decision Tree, Logistic Regression, Multilinear

Regression, SVM, KNN + NCA, XGB classifier, and Random Forest Classifier to predict

COVID-19 in India [14]. The study considered accuracy, precision, and coefficient of

determination and concluded that Random Forest and Random Forest Classifier surpass

other models. However, the study compared too many algorithms and could not focus on

one specific method.TIn this paper authers Amir Ahmed, Ourooj safi, Entisar Alkayal,

Sharaf Malebary, and Sami Alesawi in 2021, focused on the Decision Tree algorithm

to predict COVID-19 using laboratory findings of Hospital Israelita Albert Einstein in

São Paulo, Brazil. The study compared various decision tree ensembles using accu-

racy, precision, recall, and F1-Score. However, too many parameters were compared for

many decision tree ensemblers.In this paper authers V Vaishnavi, B. Vinay Kumar, S.

Samyukta, V Mounika Ravali, and P. Sarayu in 2022, compared Linear Regression, Lasso

Regression, Exponential Smoothing, Single, double, and triple exponential smoothing to

predict the outbreak of the virus [15]. The dataset used in this study was obtained from

the John Hopkin universityGithub Repository. The study provided various measures,

such as Mean absolute error, R squared score, Root mean square error, and Mean square

error, which could help authorities take necessary action to control the outbreak of the

virus. However, the prediction of the outbreak [16].
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3 Proposed Model

This comparative study of machine learning algorithms compares and evaluates how well

various machine learning algorithms perform on predicting the covid 19 disease based

on the symptoms a person has. The goal of the study is to determine each algorithm’s

advantages and disadvantages as well as to select the best algorithm for a certain task

[17]. Such a research can be helpful in a number of ways: Algorithm Selection: The best

algorithm for Covid-19 prediction may be selected by evaluating the performances of

alternative algorithms. Performance Comparison: This research can offer a quantitative

assessment of the effectiveness of several algorithms and can assist in determining which

algorithm is the most precise, effective, and reliable for Covid-19 prediction. Model

Selection: The study can shed light on which model parameters or hyperparameters

work well for a specific method, which can help with model choice and optimization.

Advancement of the Field: By introducing new algorithms, refining current algorithms,

or merging algorithms to build hybrid models, the study’s findings can be utilised to

improve the field of machine learning. A comparison of machine learning algorithms

may be made by using various performance indicators, including F1 score, accuracy,

recall and precision [18]. The findings of a comparative research must be viewed in the

context of the particular topic, data, and assessment approach employed; as a result, the

findings may not generalise to other situations or datasets (Fig. 1).

Fig. 1. Process flow of comparative study of algorithms on covid-19 dataset
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3.1 Proposed Algoritham

Input: Covid-19 dataset and symptoms of user

Output: Comparative analysis of machine learning algorithms and Covid-19
prediction.

Step1:Start
Step2: Clean the dataset and make the dataset ready for algorithm
Step3: Apply Decision tree, Logistic Regression, Support Vector machine and 

Random Forest algorithm on the cleaned dataset
Step4: Create a GUI window using tkinter for better user experience
Step5: Allow the user to select the algorithm he wants 
Step6: Allow the user to select the parameters required
Step7: Plot and display graphs of various parameters for all algorithms
Step8: Allow user to select which parameters he wants to plot the graph for

Step9: Allow the user to select the symptoms of the patient 
Step10: Predict Covid-19 based on the symptoms selected by the user.
Step11: Stop

In this research paper, the aim to identify and predict the presence of COVID-19

in human tissue by utilizing machine learning methods. They employ four algorithms,

namely Decision Tree, Random Forest, Support Vector Machine, and Logistic Regres-

sion, and provide an interface that allows users to choose the most suitable algorithm

based on their requirements and symptoms [19]. The authors illustrate the process of

preparing the dataset, splitting it into training and test sets, and creating machine learning

models using each of the selected algorithms. To compare the performance of the four

algorithms, the authors use different performance metrics such as Accuracy, F1-score,

precision, and recall. These metrics are visually presented for easy comparison. Among

the four methods, the Support Vector Machine approach is found to be the most effective

in terms of accuracy, while the Decision Tree algorithm is the best in terms of all four

performance parameters. To demonstrate the features of all four methods and predict

the presence of COVID-19, the authors also developed a graphical user interface (GUI).

The GUI provides a user-friendly platform to choose the most suitable algorithm based

on the user’s specific requirements and symptoms.Overall, this research contributes to

the use of machine learning methods to detect and forecast the presence of COVID-

19 in human tissue. The authors’ approach provides a user-friendly and effective way

to choose the most suitable algorithm for predicting the presence of COVID-19. The

paper’s findings can be useful for healthcare professionals and researchers working in

the field of COVID-19 diagnosis and treatment [20].
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4 Results and Discussion

In this study, the dataset was first cleaned and non-numeric values were converted into

numeric values using Scikit Learn’s LabelEncoder module. The modified dataset was

then split into training and test sets, with the training set being used to train machine

learning models. Four algorithms were used to create machine learning models, and their

parameters were compared in Table 1. The decision tree method achieved an accuracy

of 98.3%, with precision, recall, and F1-score of 99.7%, 98.3%, and 99.0%, respec-

tively. The Random Forest algorithm achieved an accuracy of 97.9%, with precision,

recall, and F1-score of 99.2%, 98.3%, and 98.8%, respectively.The accuracy, precision,

recall, and F1-score of the Logistic Regression algorithm were 96.8%, 97.1%, 99.0%,

and 98.1%, respectively. The SVM algorithm scored 99.1% F1-score, 99.3% Precision,

98.9% Recall, and 98.5% Accuracy. Graphs are used to give an accurate comparison

of all algorithms’ parameters. The paper describes the development of a graphical user

interface (GUI) to predict the existence of COVID-19 in human tissue using four machine

learning algorithms. Figure 2 shows the main GUI window, which includes four sub-

figures: Fig. 3 displays the accuracy of the four ML models, Fig. 4 shows the precision of

the four ML models, Fig. 5 presents the recall of the four ML models, and Fig. 6 shows

the F1-score of the four ML models. These figures provide a visual representation of the

performance of each algorithm in terms of the four performance parameters, allowing

users to easily compare and choose the most suitable algorithm for their needs. In addi-

tion to the main GUI window, the paper also presents Fig. 7, which represents the window

for predicting COVID-19 in a person. This window allows users to input various symp-

toms and medical conditions of a patient, and based on the selected machine learning

algorithm, predicts the existence of COVID-19 in the person. The GUI provides a user-

friendly and intuitive way to perform COVID-19 prediction, making it more accessible

to healthcare professionals and the general public (Fig. 8, Fig. 9, Fig. 10, Fig. 11).

Table 1. Parameters of different Machine Learning models

Sno Model name Accuracy Precision Recall F1-Score

1 Decision Tree 98.3 99.7 98.3 99.0

2 Random Forest 97.9 99.2 98.3 98.8

3 Logistic Regression 96.8 97.1 99.0 98.1

4 Support Vector Machine 98.5 99.3 98.9 99.1
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Fig. 2. Represents the main GUI window

Fig. 3. Accuracy of the four ML models Fig. 4. Precision of the four ML models

Fig. 5. Recall of the four ML models Fig. 6. F1-score of the four ML models



154 S. S. P. Inja et al.

Fig. 7. Represents the window for predicting Covid-19 in a person

Fig. 8. Prediction of Covid is done based on

symptoms selected
Fig. 9. The corresponding graph is plotted

Fig. 10. Prediction of Covid is done based on

symptoms selected
Fig. 11. The corresponding graph is plotted
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5 Conclusion

The performance of four different machine learning models for the prediction of Covid-

19 using a dataset of Covid-19 symptoms is compared in this study. The Decision Tree

model demonstrated superior performance, achieving an accuracy of 98.3%, precision of

99.7%, recall of 98.3%, and F1-score of 99.0% on this dataset. Additionally, a graphical

user interface (GUI) was developed using the Tkinter module in Python to provide the

user with a visual representation of various parameters, including accuracy, precision,

F1-score, and recall, for different machine learning algorithms. The GUI allows users to

select specific parameters and plot graphs between the selected parameters. By choosing

the symptoms that the subject is displaying, users can also forecast the existence of Covid-

19. The GUI predicts the presence of Covid-19 using all four algorithms and displays

their respective accuracies to assist the user in selecting a reliable algorithm.
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Abstract. Machine learning applications have rapidly entered our day-
to-day lives, and the stakes of input from these applications have increased
for various highly valued decision-making processes. Explanation of these
applications has been a prime focus in recent years for better interpretabil-
ity, fairness, and reliability. In this paper, using the prototype, we pre-
sented a novel approach for counterfactual generation, resulting in better
proximal instances with fewer variable characteristics and interpretabil-
ity metrics that enable a better understanding of the models. We have
empirically presented the result of the counterfactual generator and inter-
pretability metric on tabular and image datasets, i.e., the Adult-Income,
MNIST, and Breast Cancer datasets. We compared our proposed results
to KD-Tree, and the Genetic Algorithm, demonstrating improved inter-
pretability and well-approximated counterfactuals.

Keywords: Machine Learning · Counterfactual · Explainable AI ·
Interpretability

1 Introduction

Humans are extraordinary creatures because they can speculate about how an
event might have played out differently without experiencing it. Such counter-
factual reasoning aids us in comprehending the past, devising tactics, forming
opinions about people and situations, and directing executive function [7]. To
address the lack of transparency and interpretability of AI applications, the
human behavior of searching for alternatives has been incorporated into the
interpretability of AI-based models, which has been widely proven and accepted
[5,6,12]. We, as humans, consider the possibility of different outcomes based on
“what if antecedents were different.” There are several examples, such as: What
factors would not have led to an accident? or which symptoms point to a differ-
ent diagnosis? and much more involving decision-making. To answer such queries
and change the altered outcome, it’s essential to understand what changes are
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required; this provides better insight and interpretability, thus greater trans-
parency over the deduction. This is widely known as the counterfactual expla-
nation [14].

Consider an example of a person applying for a home loan for the amount of
$100,000, has been rejected by the bank. What are possible feature changes that
would result in a change in the resultant outcome from rejection to the approval
of the loan? A counterfactual explanation [8,14] provides such an answer based
on the similar patterns of customers and provides the changes that are required
to be made, such as increasing the monthly salary or reducing the FOIR (fixed
obligations to income ratio). These counterfactuals are not easy to generate, as
the idea of counterfactuals is not to generate any far-fetched alternatives. But
should consider the ease of change of features. To regulate the generated coun-
terfactuals that solve the stated problem above, parameters such as proximity,
diversity, and sparsity [13] and the feature controlling set are used. Proximity
results in the closest result to the input instance; diversity maintains the het-
erogeneity of modifications, and sparsity limits the number of features to be
modified.

In the paper, we propose a counterfactual generations optimization function
by introducing a class prototype with the regularised unit and relative change in
feature. The generation of closest counterfactuals is based on the characteristic
that is closest to the decision boundary. We regulate the stages in our algorithm
using two controlling features: the degree of shift and relative change along all the
other independent feature sets. The potential energy term has been introduced
to control the quantity of step energy needed to move toward the target class
and the elasticity term keeps the proportional change among the independent
features. The objective of the prototype is to generate samples that are closest
to the target class deciding the direction of the objective function.

2 Related Work

Recent research has also explored the use of generative models for generating
heterogeneous counterfactuals. It is motivated by the fact that a single coun-
terfactual explanation does not always provide a complete understanding of
the model’s reasoning and multiple explanations can help to provide a more
panoramic perspective. These methods involve training a generative model on
the input-output pairs of the original model and then using the generative model
to generate counterfactuals. This approach has the advantage of being able to
generate counterfactuals that are not only different from the original input but
also realistic and human-understandable. There is other counterfactual research,
such as that by Delaney et al. [3], who discuss counterfactuals in the context
of time series data and develop a Native Guide as a solution approach, which
adapts existing counterfactual instances with details of the characteristics of
good counterfactuals and discusses the superiority of the Native Guide com-
pared to existing techniques for time series data. Dandl et al. [1] also discussed
multi-objective counterfactual explanations, an approach that allows for a better
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trade-off between different objectives and is based on the multi-objective opti-
mization literature. An adjusted version of the non-dominated sorting genetic
algorithm (NSGA-II) [2] is used to solve the multi-objective problem. A further
idea of counterfactual evolved to Diverse counterfactual explanations [13] where
it can also be useful for identifying potential biases in a model’s predictions, as
well as for improving the robustness of the model Mothilal et al. [13] have high-
lighted this idea. Here they have presented the idea of diverse counterfactuals
and compared the result with the standard baseline methods such as LIME etc.
The generation of counterfactual examples depends upon proximity, sparsity,
and diversity metrics. We have taken the idea of these metrics and generated
the counterfactuals with prototypes. Looveren et al. [10] introduced two inter-
pretability metrics that measure the similarity between the sample space distri-
bution and counterfactual examples. In the paper, they have presented results
on these metrics along with several sets of objective functions introducing pro-
totypes. So it can be understood that there are various methods of generation
such as KD-Tree, Gradient Descent, and Genetic Algorithm for the generation
of the counterfactuals.

3 Methodology

In this section, we present the optimization loss function used to generate
counterfactuals. This function includes prototype loss, sparsity, and proximity.
The goal is to create k sets of counterfactuals (cf1, cf2, . . . , cfk) that are d-
dimensional. The inputs for this problem are a query instance (x) and a machine
learning model whose decision for each counterfactual is different from that of
the query instance. The model is assumed to be a binary classification model
throughout the paper, however, the one-vs-one or one-vs-rest methods can be
applied to extend the approach to multi-class problems. To ensure that the coun-
terfactuals are actionable, feasible, and closest to the original sample space, we
have adapted the loss metric from Mothilal et al. [13] and combined it with the
best-performing loss functions from Looveren et al. [10]. This includes a penalty
algorithm and a relative change in independent variables. In the following sec-
tions, we will discuss in detail our methodologies and their inspirations.

3.1 Background

To find the counterfactual instance cfi such that both counterfactuals and query
instance ci ∈ A where A represents the d-dim feature space. The methodology
which generates the diverse counterfactuals proposed in Mothilal et al. [13] does
not work well for the non-differentiable machine learning models. To overcome
this problem we have introduced a prototype function to replace the hinge loss
and introduced ΔCi for capturing relative change in independent variables in
Sect. 3.2
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3.2 Objective Loss Function

We define the objective loss function as given below:

L = arg min
cf

1
,...,cf m

[

arg min
proto

‖cf − F (cf , proto)‖2 + λ1 ∗ Potential Energy

+
λ2

d

∑

i

ΔCi

]

(1)

Each term’s definition and advantage are defined as follows:

F (cf , proto) To generate the prototype of the counterfactual we follow the
below stated steps:

Algorithm 1. Selection of Prototype

Require: Generation prototype for the Counterfactual Example Generation
Step-1: Select the list of k closest sample prototypes of the target class from the
sample space using Euclidean Distance.

Step-2: Arrange the list in non-decreasing order.

Step-3: Pop a prototype from a sorted list and pass Optimisation Function.

Step-4: If the Counterfactual Example from the provided prototype is not generated
then go to step 3.

Step-5: If Counterfactual Example generated then exit.

Step-6: If the list is empty then CF is not possible.

It is the Euclidean distance between the query instance and the prototype
example. The prototype example is obtained by taking the featurewise mean of
the k-nearest examples of the desired class. Thus, the prototype acts as the local-
ized centroid of the nearest desired class cluster. As a result, it helps perturb
the counterfactual towards the prototype center of the desired class. Initially,
the counterfactual example is initialized with the query instance, and slowly it
should move toward the prototype example.

cf =

{

query instance (x), initialization
cf − ∂L

∂c
, otherwise

}

(2)

Potential Energy. We have introduced a penalty term, which can be concep-
tualized as potential energy, to limit the counterfactual example going far from
the desired range for the feature. Since each feature has different difficulties in
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changes, we allow our objective function to take this into consideration. In our
experiments, we have taken a constant change It is calculated as defined in Algo-
rithm 2

Algorithm 2. Definition of Potential energy for generated counterfactual

Require: Percentage change allowed each feature [ ch1, ch2 . . . ] and Counterfactual
example

Step-1: Calculate the unit value of feature i as follows:

uniti = (maxi − mini)/100

Here mini and maxi are minimum and maximum values for feature i respectively
Step-2: calculate the min and max acceptable value for feature i based on the change
allowed calculated as below:

mini = xi − uniti ∗ chi %

maxi = xi + uniti ∗ chi %

Step-3: Now, for each feature, calculate the inertia as:

Potential Energy =







0 if cfi ∈ [mini, maxi]
|cfi − maxi| if cfi > maxi

|mini − cfi| otherwise

Step-4: Calculate L2 norm of Potential energies.

ΔCfi
: Elasticity/Relative Change in Independent Features. In most of

the counterfactual literature, the focus is on the proximity and feasibility of indi-
vidual features in isolation. This, however, leads to the generation of improbable
counterfactual examples. To address this issue, we introduce the term elasticity
in the objective function: the change in correlation values among the features can
be controlled. Let’s say we have a data set with these features: x1, x2, x3, . . . , xd

We start with creating a partial dependence regression for each of the individual
features. We can write this dependence regression for ith feature as below:

X = [x1, x2, . . . , xi−1, xi+1, . . . , xD, 1] (3)

W = [w1, w2, . . . , wi−1, wi+1, . . . , wD, b]
T

(4)

xi = X.W (5)

Now once we have a counterfactual cf . We can assume the counterfactual
would be able to retain the partial dependence as the original dataset substitut-
ing the value of cf in the Eq. 3 we get:
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Cf = [x1, x2, . . . , xi−1, xi+1, . . . , xD, 1] (6)

W = [wi1, wi2, . . . , wii−1, wii+1, . . . , wD, bi]
T

; (7)

c̃i = Cf .W (8)

We define ΔCfi
as the difference between value obtained in Eq. 9 and the

actual counterfactual value obtained for feature i

ΔCfi
= |c̃i − cfi| (9)

4 Evaluating Counterfactuals

It is important to assess the interpretability, sparsity, and feasibility of counter-
factual explanations. We use the interpretability metrics IM1 and IM2 described
by Looveren at el. [10] to assess interpretability. We use a novel iterative app-
roach to vary the feature in pairs, so the sparsity is always maintained by our
approach. For feasibility, it is important to make sure that the features that are
perturbed maintain a correlation with the other features. If this correlation is not
maintained, then the counterfactuals that are generated might not be feasible.
We have introduced two evaluation matrices (CEM1 and CEM2) to evaluate the
counterfactuals in this aspect.

4.1 Validity, Proximity, Sparsity, and Diversity

Validity, Proximity, Sparsity, and Diversity are very commonly used to assess
the quality of the counterfactuals. Validity is the ratio of the total number of
CF created to the total number of query instances. Proximity is the distance
between the query instance and the produced CF. Sparsity is an inverse fraction
of the total number of changing characteristics. Diversity is the average difference
between the produced CF.

4.2 IM1 and IM2 [10]

IM1 defines the ratio of the difference between the CF and predicted class distri-
bution with the difference of CF distribution from the original class and in IM2
we find the distance between the CF and the overall sample space. For this we
use, two types of autoencoders were used: a) classwise trained autoencoders and
b) overall data-trained autoencoders. The percentage of the difference between
the instance and class autoencoders to the total trained autoencoder is provided
by IM1. The difference in reconstruction between overall and classwise recon-
struction to the query instance is represented by IM2. The equations are 10,11

IM1 (xcf , y, y′) =
‖xcf − AEy′ (xcf )‖

2
2

‖xcf − AEy (xcf )‖
2
2 + ε

(10)
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IM 2 (xcf , y, y′) =
‖AEy (xcf ) − AE (xcf )‖

2
2

‖xcf‖1 + ε
(11)

4.3 CEM1

We define this evaluation metric so that we are able to capture the relationship
between the features in the generated counterfactuals. We start with rewriting
the partial dependence regression with assuming no bias for each feature as
described in Eq. 12

xi = wi1x1 + wi2x2 + · · · + wi i−1xi−1 + wi i+1xi+1 + . . . (12)

For the d dimensional counterfactual example c, We can get an estimate of
weights of regression as below:

w′
ij =

cfi

cfj

(13)

This can be visualized as if while calculating the w′
i j only ith and jth feature

have a dependence on each other. This w′
i j should be close to wi j . We define

the score as follows:

score =
1

d

∑

i

∑d
j �=i |wij − w′

ij |
∑d

j �=i max(wij , w
′
ij)

(14)

4.4 CEM2

CEM2 is another correlation estimation matrix evaluating the similarity between
the latent structures in the data across the modalities that counterfactual fea-
tures are similarly correlated to the training data. In this method, Spearman’s
Rank Correlation [11] and Cosine distance is used for empirical results. Let the
Upper triangular correlation matrix of Counterfactual and Training samples Ucf ,
Ut respectively are used with Rank correlation defined as R we have Eqs. 15, 16

rs = PR(Ucf),R(Ut) (15)

cos θ =
vg · v0

‖vy‖ · ‖vt‖
(16)

5 Dataset Description

The experiments are conducted on MNIST [4] image data set and two tabular
data set namely Adults income [9] and Breast Cancer data set [15]. The detail
of the datasets is as follows.
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Adults Income: This dataset [9] is based on 1994 Census data. It includes
features such as hours per week worked, education level, occupation, work class,
race, age, marital status, and sex. The objective of the ML model is to determine
if an individual’s income exceeds $50,000.

Breast Cancer Wisconsin: The dataset [15] contains features that are com-
puted from images of fine needle aspirate (FNA) of a breast mass. It contains
357 benign, 212 malignant class sample data.

MNIST: The MNIST Handwritten Dataset [4] is a collection of images of
handwritten digits (0–9) used in machine learning. Each image is 28 × 28 pixels
with a labeled digit. Being a very simple image data set, it helps us visualize the
counterfactuals.

Table 1. Model Accuracy and Feature Details

Dataset Model-Accuracy Num cont Num cat

Adult-Income 0.89 6 7

Breast Cancer Wisconsin 0.96 24 0

MNIST 0.97 784 0

Table 1 shows the summary of the model accuracy and the feature set descrip-
tion on the datasets. We have reported the accuracy metric for each dataset
in the table. These models were trained on all the continuous and categorical
features. We have used tree-based ensemble methods (non-linear) with hyper-
parameter tuning to obtain these results. These same models were later used in
optimization to obtain the CF examples (Figs 1,2 and 3).

Fig. 1. Examples of generated CF in Adult Income Dataset showcasing two CF exam-
ples with change in two features.
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Fig. 2. Examples of generated CF in Breast Cancer Dataset showcasing two CF two
and three feature change in respective CF.

Fig. 3. Examples of generated CF in MNIST Dataset from original class of 7 to target
class 9

6 Result

In this section, we present counterfactual generation from our proposed algo-
rithm, performing a quantitative evaluation and comparison with another pre-
viously used algorithm KD-Tree, Genetic, and Gradient. To explain the model
we evaluated 200 query instances quantifying on Validity, Proximity, Sparsity,
Diversity, IM1, IM2, CEM1, and CEM2. In this, we have regulated the percent-
age change in feature values by 0.10 as mentioned in Algorithm.

6.1 Validity

The performance of CF examples generated by KD-Tree and Genetic algorithms
lags, especially for Adult Income where Genetic algorithms show an upward
trend but only reach a little above 60%. The validity of all the k CF examples
generated by our proposed method is 100% for all the datasets.

Fig. 4. Comparison of the Counterfactuals with the baseline methods on Validity, Prox-
imity, Sparsity, Diversity, Interpretability Metrics IM1, IM2 and CEM1 and CEM2 for
Breast Cancer Dataset
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Fig. 5. Comparison of the Counterfactuals with the baseline methods on Validity, Prox-
imity, Sparsity, Diversity, Interpretability Metrics IM1, IM2 and CEM1 and CEM2 for
Adult Income Dataset

Fig. 6. Comparison of the Counterfactuals with the baseline methods on Validity, Prox-
imity, Interpretability Metrics IM1 and IM2 for MNIST Dataset.

6.2 Proximity, Sparsity, and Diversity

As discussed in Sect. 4.1, our proposed method has better proximity with a min-
imal number of varying features. As per the result shown in Fig. 4 and Fig. 5,
it can be observed that CF generated with our methodology has better prox-
imity and sparsity compared to the other methodologies. The genetic algorithm
shows a huge drop in valid counterfactuals as shown in Fig. 6 after the first
set of examples whereas our algorithm results in better proximate with all valid
counterfactuals for the MNIST dataset. As we are only concentrating on the per-
turbing of the continuous features in our algorithm, the diversity value obtained
is less as compared to other algorithms. But the counterfactuals generated by
our algorithm present a better proximate result set closer to the class boundary,
leading to a better interpretation of the model, which is discussed in detail in
the following section.

6.3 IM1 and IM2

In Fig. 5, the CF examples created by our technique, IM1 measure for adult
income indicate that as the number of CF grows, so does the ratio of CF moving
away from goal class distribution and nearer to the present class. KD-Tree and
genetic, all reach around the same level after 4th CF. For IM2, it outperforms the
Genetic algorithm but falls short of the KD-Tree but the CF validity of KD-Tree
is very low so it doesn’t add up to scoring better IM2. In Fig. 4, the CF examples
for our method are close to the target class distribution but a little far from the
overall distribution for one CF, but values of IM1 increased and IM2 remained
higher than others, but it’s important to remember that there is a trade-off
between proximity, sparsity, and the interpretability metric. Figure 6, shows that
the CF examples produced by MNIST are highly interpretable, outperforming
the other two techniques for all K counterfactuals examples.
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6.4 CEM1 and CEM2

CEM1 attempts to capture the relative change in independent features, as
explained in Sect. 4.3. For our technique, the relative change is found to be low
in Breast Cancer compared to others and higher in Adult Income. We have not
evaluated the MNIST dataset on CEM1 and CEM2 interpretability metrics as it
does not make sense to capture the correlation between image pixels. The uneven
pattern is shown in Fig. 4 and Fig. 5 from our method’s attempt to reduce the
number of features to perturb i.e. increased sparsity and closeness. In the Breast
Cancer dataset, genetic and KD-Tree sparsity approaches 0 indicating a change
in all features, however, our technique generates CF with increased proximity
and lower CEM scores discussed in Sect. 4.4 and Sect. 4.3 implying a shift in CF
features correlation. This implies that to improve interpretability, it is necessary
to examine a trade-off between supporting measures such as proximity, validity,
and sparsity.

7 Conclusion

We proposed a modification to the process of generating model-agnostic coun-
terfactual examples with the aid of class prototypes. We have introduced a cost
function that combines the energy and elasticity of class prototypes, allowing for
more flexible, coherent, and interpretable results. In comparison to other existing
methods, our approach demonstrates notable benefits in terms of practicality,
interpretability, and feasibility.

One of the key insights of our research is the trade-off between proximity and
interpretability. We have provided measures to allow users to optimize for either
proximity or interpretability, depending on the specific use case and desired
outcome. This provides a way for the end users to trade between proximity
and interpretability. To further assess the performance of our method, we have
compared our results to other approaches using two novel metrics that we have
introduced. These metrics aim to quantify the interpretability and feasibility
of counterfactual examples, providing a more comprehensive evaluation of the
effectiveness of our approach.

Our findings suggest that our proposed method outperforms existing methods
on most of the metrics. This highlights the potential of our approach for pro-
viding a more interpretable and feasible solution for generating model-agnostic
counterfactual examples.

8 Future Work

As we move forward, we will be working on enhancing the counterfactual genera-
tion process. The current method involves iteratively selecting which features to
vary, this can be a time-consuming and credulous process. To address this issue,
we plan to explore the use of Markov models or Bayesian models to streamline
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the feature selection process. These models can potentially help to reduce the
number of iterations required and make the process more efficient.

In addition to this, while we have taken measures to capture the inter-
relationship among features by adding a correlation term in our objective func-
tion, we believe that there is still room for improvement. We aim to provide a
more robust and intuitive approach that is user-friendly, and that better captures
the complex relationships among the features.

Our goal is to create a counterfactual generation process that is both effi-
cient and effective. By incorporating these aforementioned techniques, we hope
to make the technique more accessible to a wider range of users and to facilitate
a deeper understanding of the relationships between features and their impact
on outcomes. In short, our focus is to continually improve the process of coun-
terfactual generation so that it can be used to its full potential.
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Abstract. Visual representation of images has the edge of analyzing very deep

down in many research areas so the problems can be understood very thoroughly.

Images play a key role nowadays in several scientific and non-scientific fields

such as medicine, geography, astronomy, gene sequencing, climate change, global

warming, etc. But every time high-quality image is not available due to some con-

straints such as the quality of the camera, constraints of sending and receiving

images, enforcing the camera to take the pic in microseconds in the area of radiol-

ogy, nuclear reactor, during volcano eruption, etc. These are some of the prestigious

sectors where HR quality of image always require. For solving these problems

researchers have made out a very beautiful algorithm which is an SRGAN. This

method become the center of various research for enhancing the resolution of the

image. Every day many people do research and publish thousands of papers on

this topic. This paper utilizes those studies and done the thorough review.

Keywords: Super-Resolution · GAN · Spatial Resolution · Up sampling ·

Downsampling

1 Introduction

Digital imaging has been a boon and the driver of numerous technological developments.

Due to advancements in picture-capturing methods, digital image processing is now

suited for a wide range of applications in numerous scientific and technological sectors.

Video surveillance (target recognize license plate recognition), satellite imaging, medical

[34] image analysis, and computer vision are some of the main applications of digital

imaging. These fields heavily rely on the images produced by image processing methods

or those taken by cameras. Digital photographs, for instance, are crucial in medical

applications because they help doctors diagnose patients correctly.

Similarly, it facilitates the detection of objects from the background in satellite imag-

ing applications. The adaptability of digital images is also advantageous for computer

vision applications. As time passes, There have been significant advancements in image

capture methods. However, some methods are still needed in particular application areas

to raise the image quality. The improvement of image quality is the main goal of this

research project.

Compared to traditional photographic images, digital images utilized in medical

imaging require specific methods of capture. The main differences between photography

visuals and MRI scans are as follows.
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1. Medical [20] photographs require meticulously controlled illumination of the subject,

which is often a human, during the picture capture procedure.

2. For applications involving medical imaging, image speed is especially crucial.

3. Rather than creating aesthetically pleasant images, medical imaging helps with

disease identification.

4. In medical [33] imaging, visual artifacts are far less tolerated.

5. None of these restrictions must be met for typical photographic photographs.

Why Image SR is Needed?

The basic building blocks of an image, such as its pixels or picture element, determine

the quality of that image. Digital photos are divided into LR and HR categories based on

their resolution. High pixel densities are present in HR photographs. The pixel density

is lower in LR photos, on the other hand. As a result, high-quality photos contain more

data than LR images.

In many image analysis applications, HR images are frequently needed and preferred.

Therefore, these benefits result in improved human visual perception and more beneficial

data for computer vision and other image analysis applications. For instance, if the object

boundaries are distinct, the things of interest can be easily separated from other objects.

This results in enhanced pattern recognition, image segmentation, and other performance

outcomes. If HR photos are provided for medical [33] image analysis, the doctors will

be able to make a precise diagnosis (Fig. 1).

Fig. 1. Shows LR imagery is present alongside an HR image [28].

As a foundation for generative models, GAN, a special kind of NN in which several

networks are trained concurrently, has excelled recently [13]. The manufacturing of the

SR happens from one or more blurry or noisy pics [39], and it is one of the active

subfields of CSE [2]. Interpolation techniques like bicubic interpolation and Lanczos

interpolation are examples of early SR techniques [14].

Zhang et al. [16] A single SR’s [39] objective is to create or reconstruct a picture

using HR from observation using LR. SR is the method of extracting image features
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from LR photographs to rebuild SR, according to authors [4]. Lin et al. [10] describe

that the only function of the SR is to retrieve the lost pixels which are not attainable in

classic methods.

HR photographs frequently retain more features and important information that are

essential in many industries, including face identification [40], surveillance, astronomical

imaging, and medical imaging [10].

According to the [10] modern state-of-the-art techniques primarily rely on supervised

learning-based techniques to boost the accuracy of picture SR reconstruction. At the time

when the authors have been doing research very less method are present for changing

the resolution of the images.

In the computer vision field generating a SR image from the LR image become a

key area in which the we are restoring the pixels. In an online setting, for example,

switching from low correspondence to high correspondence can reduce the amount of

storage space and network bandwidth required [7].

In real-world circumstances, the SR problem frequently has the following charac-

teristics: 1) no access to HR datasets; 2) no knowledge of the downscaling approach; 3)

noisy and blurry input LR photos [9]. D. Zhang et al. [7] figure out the phenomena that

the we are not completely dependent for conversion of the image only one at a time we

can apply the same method for transforming the image just sending multiple input and

get the good quality output photos.

Utilizing two generators and discriminator pairs, CycleGAN [31, 32], has been

successful in translating images from one image to another [3].

Medical images are used in conjunction with the SR [28] approach to aid in disease

diagnosis [7]. The area of this technique is so wide it has touching the new milestone

in everyday the authors of [14] and [20] told that the CT, MRI, ultrasound, are the

focused area in medical field the high quality pixels has impacted heavily for detection,

segmentation of the disease.

Biology, zoology, astronomy and astrophysics are also using these technique for

getting the best qualify pixels [14].

[4, 20] Due to the low exposure of radiation during x-ray the doctors are not able to

get the image perfectly so improving the visual quality of the images it is direct affecting.

Medical students mostly find the difficulty during studying the anatomical structures

of the body due to poor image quality, here the [11] has done a great job to apply this

technique on anatomical dataset and got the HR photographs with very good and efficient

accuracy [11].

Because of physics, technological constraints, HR imaging has limitations, such as a

length and duration of the time period, has restricted the spatial resolution of the photos

[11, 39].

An image SR retrieve the damaged by attempting to find out the lost information. SR

techniques for image processing in medicine [6] have already been adopted by several

photo applications, including surveillance, face [40], iris, and object detection.

Wang et al. [12] SISR, a fundamental low-level vision problem, is gaining popularity

among researchers and AI companies. SISR can generate a multiple HR pixels just one

LR image (Fig. 2).
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Fig. 2. Here is a comparison of different models for making the image noiseless, blurless, and

highly visualizable [12, 28, 35].

2 Literature Review

Luis Salgueiro Romero et al. [17] use the WorldView-Sentinel image dataset, on that

dataset they apply the ESRGAN model, they super-resolved the ESRGAN on scaling

factor 5. During training of the RE-ESRGAN, the upsampling has been removed in

which sensor data, satellite data is present. The evaluation of the image by the PSNR,

CC value, SAM value, SSIM, the result is astounding in compare to other models. From

this technique, when they analysing the visual quality of the pics, the the resolution and

quality of the spatial image is high.

The MRI brain scan images are worked on by Sánchez and Vilaplana [18]. Their

method is completely based on the SRGAN. The PSNR and SSIM value of 2x upsampling

is 39.28 and 0.9913 and 4x upsampling of PSNR and SSIM value is 33.58, 0.988.

According to their research, The PSNR value does not quality the basic criteria in

compare to the SNNC got higher values, SSIM performance increase exponentially

in terms of convolution resizing and upsampling, This is much similar to the human

retina’s visual perception. Natural image generation always a difficult part of the image

but requirement forced the methods to achieve that, so satisfying this purpose they use

the content loss, how much data is lost during processing, adversarial loss is about to

how many time this part is not able to detect the fake samples and generator loss is to

got captured by the inspector which is a adversarial neurons.

An ESRGAN has been proposed by Rakotonirina and Andry [19]. DIV2K is the

training set being employed. It is a collection of images with a 2K resolution that is

appropriate for SR. The DIV2K dataset initially only included 800 images. Authors

used the data augmentation method for producing more synthesized data so the sample

size of the dataset can also increased. Adam is accustomed to using 1 = 0.9 and 2 =

0.999 while optimizing the model. The training of the +nESRGAN is performed on

the generator which has inbuilt 23 block with the help of pytorch and NVIDIA Tesla
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K80GPUS. Their results shows that the visual perception of the output is higher on

PIRM dataset.

Recently developed PyTorch 0.4.1 is used by the Bing et al. [20], in combination

of the CUDA8, 5.1 and Nvidia’s best processor which is 1080Ti is performed on the

Ubuntu 16.04 is used for creating the recommended GAN-based medical picture SR

model. Bing et al. used the DRIVE [24] dataset which has training and testing images

20 and 20 respectively. Author also uses the one more dataset STARE [25] in which

there are 397 images are found, but the selection of the images for training and testing is

selected randomly categorize in part A and B. The presented method beated the existing

models in for getting the high accuracy in PSNR and SSIM values. The dataset of retina

is also well utilized by the authors.

Delannoy et al. [21] work on neonatal brain MRI images, and they apply SRGAN

techniques to that dataset. The dataset which is used is crucial in his research because

it directly reflects the person’s development. If the person is born pre-term it affects

in development of cognitive functioning, behavior, personality development, thought

process, and memorization. The author’s research has done a great job, they analyzed

the MRI images of the brains based on those images, and when they compare the author

easily figures out that the person is born pre-term or through normal delivery.

Qian Huang et al. [22] uses the shortcut method in which the input layer is directly

connected to the output layer by doing this they got the image with the good metric

value as well as high spectral value. For the training, Deep CNN became the priority so

that the gradient features of the image which is LR and HR can also able to help the

discriminator. The experimental results show that the suggested method out perform in

spatial resolution and the spectral fidelity of the image. The CASI sensor which is used

for taking the sensor image data is generated the hyperspectral image dataset, on that

dataset the author perform the experiment. The range of spectral resolution of the image

is varying according to the requirement of the image.

In the GAN framework Kalpesh et al. [23] proposed the new solution for producing

the HR image from the LR image, in his proposed work they uses the unsupervised

[32] perceptual function for evaluating the quality of the image, with the help of MOS,

they try to provide the realistic natural images. The entire operation is performed on the

NTIRE-2020 benchmark dataset, the dataset is divided in to two sets training which is

a combination of the Track-1 and Track-2 dataset and validation data which has only

Track-1 collection of the data. For developing the unbiased model, they generalize the

network in such a way that the real-world images and the artificially generated image

are both are used during training of the model. The new develop model tested on the

NTIRE2020 dataset, the accuracy they get from here quite interesting and relevant for the

research. For an SR technique with unsupervised learning, they propose a typical GAN

framework [32]. By introducing the MOS, it is clear that the intention of the author is

that to enhancing the resolution of the image. By analysing the review of the image, they

got the good response from the respondent. Their new technological model shows that

the generalization of the model can work on different benchmark dataset, the purpose

of the generalization is to generate the HR image which can work on every LR image

dataset.
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Zhao et al. [24] has work on how to achieve the color-depth SR images, at the end

of their finding they got the relevant results. Generating the real world images is always

challenging task, for achieving this task they regularize the generator and discriminator

so that it can produce the natural images. Additionally, they solve the problems like edge

detection and the smoothing problem of the image.

Kabiraj et al. [25] work on the identification and recognition of number plates.

The main target of the author is to identify the digits on the number plate, it is quite

difficult to recognize those number digits from the LR image. After that, the author tries

to upscale the image. For fulfilling this purpose they use the ESRGAN network with a

modified dense network [35] and residual [33] network for performing the experimenting

on the OCR dataset. When author uses the OCR paradigm, accuracy ranges from 4%

to 7% for low resolution and 84% on average for high resolution. The plate pictures’

improved resolution improves the model’s accuracy. The OCR model demonstrates that

Pro-SRGAN and SRGAN are less effective at enhancing LR images than ESRGAN.

The accuracy of digit/alphabet detection is significantly increased when an LR image of

the number plate is transformed into an HR image using ESRGAN.

Mahapatra et al. [1] have done a study in the domain of the Fundus image [36] dataset.

In their tests, they performed experiment on the upscaling factor of 16, and shows that

the HR image can be produced from the LR on this upscaling factor. This improves the

accuracy of automatic picture interpretation, particularly for small or unclear disorders

and landmarks. With each image having a different set of image dimensions and 100

additional rotation and translation passes, they test their method on 5000 retinal fundus

images from various sources. The dark borders on the images have been removed, and

they have been resized to 1024 × 1024 pixels.

3 Methodology

3.1 Network Architecture and Design

In the SRGAN [28] design, there are mainly two networks both are competent to each

other at the real time. Both components are opposite of each other. Generator is trying to

produce the synthetic data in which the real as well as the fake sample both are present

and try to bend the rules of the discriminator. But the discriminator’s task is like a checker

and checks the data which was generated by the generator is valid or fake. If the data is

valid then it allows passing otherwise if it found out that the data is fake it sends it back

to the generator. Through this backpropagation, again generator optimizes that data and

tries to make it as if it is real data and sends it back to the discriminator. Through this

entire cycle, both components of the SRGAN [30] are trained in hundreds and thousands

of epochs (Fig. 3).

Generator Architecture

The network of this architecture is made of a residual NN [33]. Unlike the deeper

network, where the number of layers is increased, the error rate is also increased we

can able to train the neurons deeper. But the residual network is using the way to train

the neurons more intensely, for fulfilling this task skip connection plays a key role in

training [26] the neurons in deeper. The skip connection skips those layers which tends
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Fig. 3. Architecture of SRGAN

to produce an error during training. In Fig. 4(a.) we are showing the network design

which is made of 16 residual layers, 3 × 3 kernel size, 64 feature maps [36], and striding

is 1 for each CNN layer [40]. The batch normalization and PReLU activation functions

adhere to these layers [26].

Discriminator Architecture

The aim of this is to figure out the differences between HR [33] and SR images [37]. The

HR images are provided by the user during the training time and SR is inserted which

was produced by the generator. It has 3 × 3 filter kernels on 8 convolutional layers.

The factor of the kernel starts from 2 to 64 which can be increased up to 128. At the

last, the output of these features is followed by the two dense layers [35], leaky ReLU

[40], and sigmoid function. The sigmoid function provides the probability of the sample

classification [33] (Fig. 5).

Fig. 4. Generator Architecture

A discriminator network DθD
that we alternately optimize using GθG

to resolve the

adversarial min-max problem [5]:

min
θ

max
θ

E
IH R∼p train(IH R)

⌊

log DθD

(

IH R
)⌋

E
ILR∼pG(ILR)

[

log
(

1 − DθD

(

GθG

(

ILR
)))]

(1)
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Fig. 5. Discriminator Architecture

The above equation [27, 33] is the mathematical representation of the generator and

discriminator, where generator G produce the artificial as well as the real samples and

discriminator D is like a judge which sample is fake or which sample is real and results are

back propagated towards the generator and discriminator. By this strategy, the generator

enhance its capability of generating the more realistic samples and discriminator become

much more expert invigilator for addressing the issue of the fake and real sample of the

data.

3.2 Evaluation Metrics

PSNR

It is one of the often employed methods to evaluate an image’s quality [37] reconstruction

[3, 17, 31]. The below equation define the relationship of the noisy image and the real

image. In the nominator is shows the real image and the denominator representing the

noisy, blurry and fake image.

psnr(x, y) = 20 log10

(
max(x)

RMSE(x, y)

)

(2)

Here x is described as the true image and y is defined as the estimated image.

MSE

This loss function is used to develop an ERM for the SISR. The mean squared difference

between two images, expressed in pixels, is calculated as an MSE loss [3, 15]. It is seen

that MSE loss. It possess the convex function property that’s why some times it become

very worse when the dataset is multimodal and nontrivial. Additionally, PSNR, another

criterion used to analyze images, is easily increased by MSE as an object function [7].

RMSE
(

x̂, x
)

=

√

1

N

∑

n

(

x̂n − xn

)2
(3)

Here estimated value is xn

∧

and xn is the actual value.

SSIM

It is a way to measure two photographs by taking three factors into account: brightness,
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contrast, and structure [17]. The SSIM [40], a widely used index of perceived image

quality, is described as follows [3, 35]:

SSIM(x̂ − x) =
(2µxµx̂ + c1)(σxx̂ + c2)

(

µ2
x + µ

2
x̂
+ c1

)(

σ2
x + σ

2
x̂
+ c2

) (4)

c2, c1 are used for stabilizing the division operation, the x is the mean of µx and the

variance of the two image [3] are shown as σxx̂, and σx showing the deviation of the x,

[3].

MOS

This metric is used for measuring the image’s class whether it is in a good class, a bad

class, or just is normal class. Which was produced by the SRGAN. The methodology

said that the image is shown to various people, and by looking at the image they judge

the quality of the image by rating it between 1 to 5. Where 1 is the very poor quality

image and 5 is the very good quality image.

Table 1. MOS Rating

Rating Class

1 Very Poor

2 Poor

3 Fair

4 Good

5 Very Good

MOS is calculated in mathematics by averaging all single ratings given to a stimulus

by test participants who participated in a subjective quality assessment examination.

Thus:

MOS =

∑N
n=1 Pn

D
(5)

Here the number of people is represented by D and the particular person’s rating is

indicated by the P.

Zhang et al. assess the efficiency of image SR using the MOS. Given that it relies

on observers’ assessments of the images’ quality, MOS is the most precise subjective

evaluation of image standards [7].

3.3 Loss Functions

For saving the model from the local optimum, we train generator first and at the same

time freeze the discriminator, and when the discriminator is trained, the generator got

freezed, this entire process got repeated multiple times on various inputs and on every
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iteration [4]. Adversarial loss is the common function in both of them. Content loss is

slowdown the process of the convergence which will affect affect the precise production

of the data points [2].

For the generator training process, adversarial loss is used as the sum the weighted

with content loss [4].

The loss function is the source of both adversarial loss, also known as generative

loss, and content loss. The equation is provided below [27].

lSR = αlSR
Adv. + lSR

Cont (6)

lSR
Cont = Content loss

lSR
Adv

= Adversarial loss

α = Balancing loss on both sides.

Perceptual Loss

This function is used to measure the similarity between two images also measure the loss

of the perceptual quality. It is a combination of the content loss function and adversarial

loss function. Adversarial function is trained in such a way to distinguish in between the

realistic photo and the super-resolved photos [33].

lSR = lSR
X

︸︷︷︸

Content loss

+ 10−3lSR
Gen

︸ ︷︷ ︸

adversarial loss
︸ ︷︷ ︸

perceptual loss (for VGG based content losses)

(7)

adversarial loss is lSR
Gen and content loss is defined as lSR

X .

Adversarial Loss

Adversarial loss seeks to assist the generator as closely as feasible in bringing the SR

image to the realistic HR image to deceive the discriminator [4]. During the training

period, the generative loss lSR
Gen [1] is defined as:

lSR
Gen =

N
∑

n=1

− log DθD

(

GθG

(

ILR
))

(8)

(

GθG

(

ILR
))

defined that the image is natural, log DθD

(

GθG

(

ILR
))

is the probability that

the image can be natural or fake.

Content Loss

Smooth SR images produced by MSE lack high-frequency content and are perceptually

unpleasant [1]. This aspect of loss is mostly in charge of an image’s content restoration.

For setting the content loss, we use the MSE(L1) loss for boosting the PSNR value [4]:

L1 =
1

N 2

N
∑

i=1

N
∑

j=1

|HR(i, j) − SR(i, j)| (9)

The equation shows N denotes the size of the photos, assuming they are all N by N

in size (Table 3).
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Table 2. Comparative Analysis of SRGAN

Paper or

Citation

Problem Research

Objective or

Aim

Solution/Contribution Data

Collection/Dataset

Findings Keywords

Mahapatra

et al. [1]

Due to cost

functions,

scaling factors

greater than 4

are less effective

with retinal

pictures in

SRGAN

Transform

LR retinal

image into

HR by

upscaling

factors 4, 8,

16

1. Utilizing curvature

maps to construct

local saliency

maps [36]

2. Entropy filtering

Retinal Fundus

image dataset with

5000 images,

pixel size = 1024

× 1024

For disease,

small, or

obscured

images, this

method gives

the precise

output image

Local Saliency

Maps, Retinal

Image

Analysis,

SRGAN, ISR

Demiray

et al. [2]

Due to the high

cost, DEM

technology is

not available

everywhere

To increase

the

resolution of

the DEM

images

4 times increment in

spatial resolution

DEM dataset The SISR

method

performs very

well on the

DEM dataset

without

requiring any

additional

information

DEM, DEM

reconstruction,

GAN, SRGAN

Tzu-An

Song et al.

[3]

PET produces

LR, spatial,

degraded, noisy,

accurate image

Transform

PET image

into HR

image

Propose SSSR for

PET images

Clinical

neuroimaging

dataset

The SSSR

method opens

the gate of

MRI, small

scale, noisy

images can

be converted

into SR form

SSSR, PET,

Neuroimaging,

Medical

images, CNN

Gu et al.

[4]

CT produces

low-dose images

in limited

radiation

exposure

Develop a

generalized

model which

can work on

similar types

of images

Proposed a

MedSRGAN method

that can work on CT,

and low MRI images

110 brain MRI

scans and 242

thoracic CT scans

are used from

LUNA16, SISR

dataset (Set5,

Set14, and

Urban100)

1. Most

likely,

tightly

connected

convolu-

tional

blocks are

not appro-

priate for

CT SR

2. Compared

to RCAN,

MedSR-

GAN and

MedSR-

GAN +

can

achieve

greater

PSNR and

SSIM

Brain MRI, CT

scan, GAN,

Low radiation

exposure

(continued)
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Table 2. (continued)

Paper or

Citation

Problem Research

Objective or

Aim

Solution/Contribution Data

Collection/Dataset

Findings Keywords

Ledig

et al. [5]

At high

upscaling

factors, how can

the finer texture

details of

super-resolve

images be

recovered

To produce a

4x upscaling

factor of

images

First-time Present

SRGAN method,

Perceptual loss

function

Public benchmark

dataset: Set5,

Set14 and

BSD100

SRGAN

significantly

exceeds all

benchmark

techniques

and

establishes a

new standard

for

photorealistic

image

processing.

SR

Natural image,

4x Upscaling

factor, Photo

realistic

texture, DRN

Ren et al.

[6]

The quality of

the image is

degraded by

many factors

such as blur

kernel,

degradation,

down-sampling

method, etc

Develop the

classic

method of

SR

1. Implemented an

ensemble GAN

2. Weak supervised

SR i.e. it produces

HR images

NTIRE 2020 1. Good

quality

perceptual

2.

Generating

high-

quality

images in

compari-

son to

standard

ESRGAN

Weak

Supervised

SR, Image

Degradation,

Noisy image

Zhang

et al. [7]

By using MSE,

the PSNR value

gets high but it is

not depicted the

actual quality of

the image i.e.

blurry result and

too much

smoothness

For

measuring

the quality

Perceptual

loss is used

instead of

MSE

Propose

residual-based GAN,

Adversarial loss, and

Convolution loss, as

perceptual loss

CelebFaces [40]

Attributes dataset

(CelebA)

The

GAN-based

design

reduces the

disparity

between the

real picture

and

reconstructed

images and

creates

perceptually

more

believable SR

images

Visual quality,

Realistic

images,

Mahapatra

et al. [8]

Small and

microanatomical

(retinal images)

are not able to

be analyzable

due to LR

Producing

the HR

anatomical

images

including

MRI,

Retinal, etc.

It can build the image

of any upscaling

factor

EYEPACS, Reinal

fundus images

(5000), 1024 ×

1024 pixel,

Sunnybrook

Cardiac Dataset

The

experimental

results show

that it

outperforms

in

comparison

to others

Anatomical

structure,

medical

images, MRI

images

(continued)
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Table 2. (continued)

Paper or

Citation

Problem Research

Objective or

Aim

Solution/Contribution Data

Collection/Dataset

Findings Keywords

Yuan et al.

[9]

LR-HR paired

images are not

available so

accurate kernel

estimation and

supervised

learning are not

achievable

Without

paired data,

we can use

unsupervised

learning

Cycle-in-Cycle [31,

32] network

NTIRE2018 Super

Resolution

Challenge

Comparable

results are

obtained

using the

proposed

unsupervised

technique and

cutting-edge

supervised

models

Impaired data,

data

augmentation,

Image

synthesizing

Lin et al.

[10]

Most of the

model use

supervised GAN

for generating

SR

To

generating

the SR image

by using

unsupervised

way

Deep unsupervised

learning SR based on

GANs

Berkeley

segmentation

dataset BSDS500,

SET5, SET14

In a

subjective

visual

evaluation,

the approach

produces

sharp edges

with

uncommon

artefacts that

are closer to

the real world

Deep

unsupervised

learning,

Sub-pixel

convolution,

Regularization

Table 3. Performance metrics and studies in which they are used

Performance Metrics Studied by Authors

PSNR Mahapatra et al. [1] (2017)
Tzu-An Song et al. [3] (2020)
Gu et al. [4] (2020)
Ledig et al. [5]
Haoyu Ren and Kheradmand et al. [6]
Dongyang Zhang et al. [7]
Dwarikanath Mahapatra et al. [8]
Yuan Yuan et al. [9]
Guimin Lin et al. [10]
Yuhua Chen et al. [11]
Xintao Wang et al. [12]
Jiabo Ma et al. [15]
Wenlong Zhang et al. [16]
Luis Salgueiro Romero et al. [17]
Irina Sánchez et al. [18]
Nathanael Carraz Rakotonirina et al. [19]
Xinyang Bing et al. [20]
Quentin Delannoy et al. [21]
Qian Huang et al. [22]
Kalpesh Prajapati et al. [23]
Lijun Zhao et al. [24]
Anwesh Kabiraj et al. [25]

(continued)
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Table 3. (continued)

Performance Metrics Studied by Authors

SSIM Mahapatra et al. [1] (2017)
Tzu-An Song et al. [3] (2020)
Guimin Lin et al. [4] (2020)
Ledig et al. [5]
Haoyu Ren and Kheradmand et al. [6]
Dongyang Zhang et al. [7]
Dwarikanath Mahapatra et al. [8]
Yuan Yuan et al. [9]
Guimin Lin et al. [10]
Xu et al. [13]
Jiabo Ma et al. [15]
Romero et al. [17]
Irina Sánchez et al. [18]
Nathanael Carraz Rakotonirina et al. [19]
XINYANG BING et al. [20]
Delannoy et al. [21]
Qian Huang et al. [22]
Kalpesh Prajapati et al. [23]
Lijun Zhao et al. [24]
Anwesh Kabiraj et al. [25]

MSE Mahapatra et al. [1] (2017)
Tzu-An Song et al. [3] (2020)
Guimin Lin et al. [4] (2020)
Ledig et al. [5]
Dwarikanath Mahapatra et al. [8]
Yuhua Chen et al. [11]
Xintao Wang et al. [12]
Xu et al. [13]
Corley et al. [14]
Jiabo Ma et al. [15]
XINYANG BING et al. [20]

4 Discussion and Conclusion

Here we utilize all the previous research which has been under this topic and make

a compiled report. It is covering almost all domains in which SRGAN is applied or

will going to apply. In Table 1 when we are rigorously analyzing the research paper,

we identify the problem, for that problem, identify the solution, benchmark dataset, and

contribution of the author in that area. By just looking at the keywords, anyone can figure

that what authors did in their research. After figuring out this task we have evaluated that

most of the researchers used mainly two metrics for analyzing the quality of the image

as shown in Table 2 first is the SSIM and another is the PSNR value. But the very least

playing evaluation metric is the MSE because, sometimes during the processing of the

image, the values of MSE of the base image and the target images get overshot.

Abbreviations

SR Super-Resolution

HR High-Resolution
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LR Low-Resolution

CNN Convolutional Neural Networks

SNNC Sub-pixel Nearest Neighbor Convolution

P-GAN Progressive Generative Adversarial Networks

PSNR Peak-Signal-to-Noise Ratios

SISR Single Image Super-Resolution

MSE Mean Squared Error

DRN Deep Residual Network

SRGAN Super-Resolution GAN

SISR Singe Image Super-Resolution

PET Positron Emission Tomography

SSSR Self-Supervised SR

CT Computer Tomography

ERM Empirical Risk Minimization

MedSRGAN Medical Images SR using GAN
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Abstract. The primary purpose of stance detection is to categorize the author’s

attitude as favourable to, antagonistic towards, or neutral to a specific target. Most

stance detection work available is on short text emphasizing the English Lan-

guage and less on targeting long text, especially in low-resource languages like

Manipuri. Based on the article “Citizenship Amendment Bill (CAB)” this exper-

iment performs stance detection in Manipuri. Here, a model is created through

using Conditional Random Field (CRF) to decide each word’s polarity, and the

article’s stance is then decided. The best features recorded for identifying a word’s

polarity is given in the form of Precision: 61.78%, Recall: 63.23%, and F_Score:

62.49%. The model gives the result with a mean accuracy of 56.66%.

Keywords: Stance · CRF · Polarities · Meitei Mayek · Low-Resource

Language · Editorial Article

1 Introduction

People tend to express their feelings on newspaper platforms or social media. They

share their views and feelings on different topics in various fields like social issues,

politics, movies, sports, etc. People tend to take a stance on a particular topic during this

process. Public opinion analysis on different issues relies on stance detection. Stance

detection is a critical element of analysis studies that measure public sentiment on media

platforms, especially regarding political and social issues. People often express opposing

opinions on specific points, making these topics controversial. Detecting a text’s Stance

is the same as predicting its Stance (such as whether it is in support of or against a

particular target). Stance conveys the author’s perspective and assessment of a particular

proposition. It has shown to be a useful tool for determining whether rumours are true

(rumour classification) and for spotting fake news [1]. More knowledge can be gained

about user perceptions of the target entities by mining comments, tweets, or posts on

social media platforms. This has many practical applications in marketing research

and election campaigning. Gathering consumer feedback on a product is known as

market research, which is done in order to take strategic business actions related to

the product. The public’s response on social media aids the government in assessing its

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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new election-related policies. Information retrieval, opinion mining, text entailment, and

other tasks use the stance detection system. More annotated data must be available to

handle stance detection in longer texts and languages other than English because many of

the benchmark stance detection dataset focuses on short text snippets, particularly tweets

[1, 2]. As far as the authors knowledge, no documentation on stance detection is recorded

in Manipuri which is eighth scheduled language listed in the Indian Constitution and

also is an official language of the Indian Government. Manipuri being a low-resource

language, is very challenging to work with due to its highly agglutinative nature [3]. The

people of Manipur use two scripts, one Bengali, which is a borrowed one, and the other

script of Manipuri which is Meitei Mayek. The experiment is carried out on articles

written in Meitei Mayek. To perform stance detection first it should have a topic for

discussion which is “Citizenship Amendment Bill” for the experiment. And second, it

should have a text or comment from an author which are Editorial articles collected from

a daily local newspaper1. Editorial article is a persuasive text that provides a rich source

of discourse analysis on a specific event or thing. It is critical to study an actual event

or a subject that has emerged unexpectedly before society and has become somewhat

controversial. It can influence decision-makers, sway public opinion on a large scale,

and persuade people. As a result, the Stance Detection of editorials plays a critical role

in public or organizational decision-making.

The paper is arranged as: Related Work in Sect. 2, Conditional Random Field

in Sect. 3, System Methodology in Sect. 4, Experiment and Evaluation in Sect. 5,

Validations in Sect. 6, Conclusions in Sect. 7.

2 Related Work

Stance recognition task in NLP is well known and extensively studied. The objective

is to deduce whether the author of the text supports, opposes, or is neutral in regards

to the target given [2]. Recently, it has been gaining attention as a subject. Although

distinctive, it is closely related to the sentiment analysis task. The author’s [4] did some

of the early work. They explore the use of sentiment and arguing features. For the case

study, they experiment with ideological debates. From a corpus manually annotated, they

construct an arguing lexicon. Later, [5] notes that the classification outcomes for a given

topic using lexical and contextual features are significantly superior to the finest features

without any contextual information when analyzing the dialogic arrangement of debates.

Many jobs, such as detecting fake news [6], claim validation [7], and argument search

[8], now rely on stance detection. The dataset [2] is an English-annotated dataset with

5 collections of targets. There are also tweets dataset available for other language such

as Spanish and Catalan [9], French [10]. The multilingual dataset of German version

known as X-stance includes a selection of political questions as well as the candidates’

responses to those questions. This dataset is also accessible in French and Italian [11]. For

the English news articles, two different datasets are available in the field of journalism.

The Emergent dataset, which is one component of fact-checking, includes claims as

well as news stories that are important to those charges [12]. In a similar vein, the

1 Https://sanaleibak.in/archives/.

https://sanaleibak.in/archives/
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dataset of news stories and the various places on a headline that are included in the

Fake News Challenge detection, sometimes commonly referred to as FNC-1, may be

found here[2]. Emotion recognition datasets focus mostly on brief text fragments, such

as tweets, headlines of news [13], conversations of text [14] or words in fairy tales are

the focus of the majority of emotion detection datasets [15]. Emotional flow has been

explored in books and film synopsis [16], but not in journalistic content. For the purpose

of improving stance recognition, several research methodologies place a greater focus on

the utilisation of sentiment data, and more specifically, the text polarity. In point of fact,

the SemEval annual workshop arranged a group project called “stance identification”

and offered a dataset of tweets that had been tagged with sentiment data. Results on

whether sentiment data enhances stance detection are conflicting. Some studies claim

that using such information is beneficial [17, 18], while others claim that the tasks are

unrelated. For instance, a text with an attitude could disagree with a particular assertion

[1, 19].

3 Conditional Random Field (CRF)

CRF is mostly used in sequential task prediction problems where neighboring state or

the contextual information plays an essential part in predicting the current state. Some

applications of CRF are tagging Parts of Speech, Recognizing Named Entity, Object

detection problems, etc. CRF belongs to the category of discriminative models. CRF

evaluates the conditional probabilities of values from undirected graphs on additional

selected input nodes. It is a supervised machine learning and testing technique in which

the system will be given a training set in order to enable learning. When the observed

sequence is Y = (y1, y2, y3, . . . ., yT ) the conditional probability of a state sequence,

X = (x1, x2, x3, . . . ., xT ), is given in the following:

P

(

Y

X

)

=
1

zx

exp(
∑T

t=1

∑

k
λk fk(yt−1, yt, X , t) (1)

In Eq. 1, fk(yt−1, yt, X , t) is known as feature function. k, learnt weight and associates

with fk that learns through training. T is the time taken to calculate the function. Feature

functions ranges from minus infinity to plus infinity and more often than not, they are

binary. Zx is called as normalization factor and this needs to be calculated to make the

sum of all state sequences probability to 1. Zx is given by:

Zx =

∑

y
exp

∑T

t=1

∑

k
λk fk(yt−1, yt, X , t) (2)

This is evaluated in HMM (Hidden Markov Model) and can be derived by dynamic

programming very easily. Because the conditional likelihood P(Y/X) is defined by CRF.

The conditional likelihood of the data or state sequence should be maximized as the goal

of parameter learning.

∑N

i=1
log P

(

yi
/

xi

)

(3)
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{(xi, yi)} denotes the data labelled. In order to regularize the process of training on the

data, Gaussian is used before λ. All λ’s will have a specific set of optional values if λ

~ N (0, ρ2), the function of the objective takes the shape of concave and is given by

∑N

i−1
logP

(

yi
/

xi

)

−

∑

k

λ2
i

2ρ2
(4)

4 System Methodology

4.1 Data Collection and Preprocessing

The articles are collected from a prominent local daily newspaper for the experiment

and the articles collected are mostly on the topic “Citizenship Amendment Bill.” The

experiment is performed on thirty articles. A linguistic expert is engaged in examining

any spelling mistakes, syntax, or necessary changes needed. The articles are then tok-

enized and each token are segmented to identify the affixes. Each token is represented as

a sentence. The features whichever felt necessary are selected and white space separates

every word in the row. The feature combination and selection are made possible by the

template file which is present in the CRF++. Section B discusses the list of features used

in the experiment. Figure 1 gives the block diagram of the model.

Fig. 1. Block Diagram of the model
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4.2 Feature List

Following are the list of features used in the experiment:

Adjoining Words: The word(s) that come before or after the current word are crucial

in determining speech tagging because they have a significant impact on determining

the parts of speech of the current term.

Adjoining Stem Words: Parts of speech mainly focus on a particular word’s preceding

and following stemmed words. The stemming algorithm described in [20] is used. This

marks as an essential feature.

Acceptable Standard Suffixes: According to the information presented in [20], suf-

fixes plays a significant part in determining the PoS in a very agglutinative language like

Manipuri. A word in Manipuri can have at the maximum ten suffixes as per the report,

these standard suffixes are identified, and serves as a feature in the experiment.

Acceptable Standard Prefixes: The prefixes described in [20] is used and is essential

in forming the parts of speech of a word.

Word Length: Word length is calculated which is number of letters in a word. This

feature is essential part. If the word length is less than 4, this column is set to 1 otherwise

it is set to 0.

Frequency of the Word: Frequency also plays a vital role as determiners, pronouns

and conjunctions occur frequently. If the frequency of the word is less than fifty it is set

to 0 else it is set to 1.

Digits: Digits represent quantities, dates, and monetary values. Therefore, the digit

feature is essential. If the token is a digit, it marks 1otherwise 0.

Special Symbols: Signs like $,%, etc. have meaning in the text, so it is set to 1 if they

are present and 0 if not.

PoS: This feature has been manually assigned by linguistic experts. The verbs, adverbs,

adjectives, and nouns in the sentence can represent the polarity of the words in it in a

significant way.

Word Polarity: This feature also has been manually tagged. This plays a very important

part in the experiment. The word is indicated as “pos” if it is positive, “neg” if it is

negative, and “neu” if it is neutral. If the word is either conjunction or pronouns it is

assigned or tagged with 0.

5 Experiment and Evaluation

For the experiment, CRF++, 0.58 package is used. This package is based on C++ and

its main purpose is for research work. It is free to download and is used for division or

labelling sequential data. For the experiment two standard files are created one known

as training and the other known as testing. For CRF++ to work correctly, the training as

well as the testing files must follow a specific format. Training and testing file should
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typically contain multiple tokens. A token also includes numerous columns with fixed

numbers. Template files used these columns, offering thorough information about the

option configuration. Each line displays the token, and white space separates the columns.

The template files enable the feature combinations used in the experiment. A sample of

the input training file is given in Fig. 2

Fig. 2. Sample Input

5.1 Model File

Model file is produced after training. The CRF tool creates this model file in preparation

for use in the testing procedure. The CRF-learned file created after training is the model

file. The model file contains comprehensive information from both the template file and

training file, so there is no need to reuse them.

5.2 Choosing Best Feature and Labelling

The features are manually chosen based on what is essential and carry experiments to

determine the best features. To determine the word’s polarity, different feature combi-

nations are made. The combinations that can identify the word’s polarity correctly will

be chosen as the best feature combinations. Various feature notations used in the experi-

ment is given in Table 1. Each feature combination efficiency is calculated using Recall,

Precision and F_Score value. The combination which gives the highest Precision, Recall

and F-Score value will be the best feature combination. Various feature combinations

and their Precision, Recall and F-Score values resulted from the experiment is given in

Table 2. The formula for finding the Precision, Recall and F-Score value are given in

Eq. 5, 6 and 7 below:

Precision =
total number of correct answers provided by the system

the number of correct answers found in the text
(5)
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Recall =
total number of correct answers provided by the system

the number of answers provided by the system
(6)

F_Score =

(

β2
+ 1

)

PR

β2P + R
(7)

The value of β is taken as 1 and Precision and Recall have equal weights. The

experiment has a few issues because the Manipuri language is so distinctive. In Manipuri,

word categorization could be more precise. The verbs are also categorized as bound.

Although there is usually no doubt between the noun class and the verb class, the line

between the noun class and the adjective class is frequently hazy. Because a word may be a

noun structurally but an adverb contextually, it can be difficult to tell them apart. Incorrect

tagging may result from a prefix that is also a portion of the root. Noun morphology

is simpler than verbal morphology. A complete word can occasionally be created by

combining two different words.

Table 1. Notations of Feature

Notation Meaning

SW Surrounding words

StW[−K, +L] Stem words from kth left to lth right positions

Pref Word prefixes

Suff Word suffixes

Dg Digit feature

Freq Word frequency

Len Word length

Sym Special symbol

POS[−K, +L] Parts of speech from kth left to lth right positions

P Polarity of the word

Table 2. Experimental Result

Feature combination Recall

(%)

Precision

(%)

F-Score

(%)

SW, StW[−2, +2], Pref, Suff, Dg, Freq, Len, Sym, POS[−2, +2], P 63.23 61.78 62.49

SW, StW[−3, + 2], Pref, Suff, Dg, Freq, Len, Sym, POS[−3, +2], P 58.32 57.01 57.66

SW, StW[−3, + 3], Pref, Suff, Dg, Freq, Len, Sym, POS[−3, +3], P 56.76 55.67 56.209

SW, StW[−4, + 3], Pref, Suff, Dg, Freq, Len, Sym, POS[−4, +3], P 42.04 41.97 41.92

SW, StW[−4, + 4], Pref, Suff, Dg, Freq, Len, Sym, POS[−4, +4], P 33.21 29.34 31.15
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5.3 Best Result

The best feature combination observed for identifying the polarity of each word is given

in Table 3.

Table 3. Best Feature Combination

Feature Recall

(%)

Precision

(%)

F-Score

(%)

SW, StW[−2, +2], Pref, Suff, Dg, Freq, Len, Sym, POS[−2, +

2], P

63.23 61.78 62.21

5.4 Test File

This best feature resulted above is used for labelling the polarity in test file in testing

process. The test file has fixed columns and same field as the training file. A file with

an additional polarity column that the system automatically labels is created with the

testing output.

5.5 Polarity Clustering

Here, the polarity of each word is determined, and the sum total for the positive, negative,

and neutral groups are calculated. The document’s stance is determined by the three types

of polarities’ highest sum. If the number of positive polarities is highest among the three,

then the article stands for “for” the article towards the target. If the number of negative

polarities is highest, it stands for “against” the target, and if the total number of neutral

is highest, it stands for “neutral” towards the target. To find the system mean-accuracy,

3-fold cross validation is performed.

6 Validation

Depending on the message the articles convey, the expert annotates each article used

in the experiment as positive, negative, or neutral. The experiment uses K-fold cross-

validation to calculate the system’s mean accuracy. K-fold cross validation is a type of

cross-validation where machine learning models are tested on a small sample of data.

How many divisions from a specific data sample should be made in the procedure is

determined by one parameter, k. So, the name k-fold cross-validation. It is primarily

used in applied machine learning to assess how well a model performs when applied to

new data. To make predictions on data that was not used during the model’s training,

this entails using a small sample to estimate how the model is expected to perform. It

is a well-liked technique because it is straightforward to comprehend and frequently

yields a less biased or optimistic estimate of the model skill than other techniques. For
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the experiment, the training data is divided into 3 sets, set M, set N and set O. For set M:

Training is done on combinations of set N and set O and the test set sum is determined

on set M. For set N: Training is done on combinations of set M and set O and the test set

sum is determined on set N. For set O: Training is done on combinations of set M and

set N and the test set sum is determined on set O. All the articles used in the experiment

are manually annotated by experts. The following Table 4 is the result obtained for the

Stance Detection on “Citizenship Amendment Bill”.

Table 4. .

Article combination among set M, set

N and set O

Test article set Number of articles correctly detected

M and N O 6

N and O M 6

O and M N 5

Here, in the above table, set M, set N and set O consists of 10 articles each and each

article consists of approximately 550 words. The experiment records a mean-accuracy

of 56.66%.

7 Conclusion

This work presents stance detection for Manipuri Editorial article at the document level.

The job necessitates manual feature selection. Various feature combinations has been

performed. The best feature combination to identify the polarity of a word in an article

records Precision of 61.78%, Recall of 63.23%, and F-score of 62.49%. And gives system

mean-accuracy of 56.66%. There is a great deal of room for development by learning

more on how to enhance stance detection methods. In addition, the system can be more

effective at determining an article’s stance by using cutting-edge techniques.
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Abstract. With the increase in the usage of the internet for gaining and
providing information and knowledge, questionnaire forums are becom-
ing popular means of the same for both teenagers and adults. Users post
questions and mark them with the topic that they are related to (known
as tags). Post this, users always expect quick answers/solutions from
known and reliable sources. However, a large number of posted questions
remain unanswered due to erroneous and huge number of tags. In our
system, we propose an automated method to generate these tags using
machine learning and deep learning techniques. This mainly helps in
standardizing the tag content for similar questions and the total number
of tags that the system needs to deal with. These tags can be gener-
ated from the content of the question provided by the user. In addition
to this, for questionnaire forums related to programming questions like
StackOverflow and StackExchange, our system aims to use the code snip-
pets provided by the user to detect some common software vulnerabilities
using deep learning techniques. Software vulnerabilities are weaknesses
in software that may be exploited by malicious individuals. These vul-
nerabilities can arise from coding errors, flaws in design, or inadequate
security measures, and can result in unauthorized access, data breaches,
or system availability. Detection of these vulnerabilities beforehand will
benefit the user and prevent any sort of security threats in their system.

Keywords: Question Tagging · Software Vulnerability Detection ·

Deep Learning · Convolutional Neural Networks · Natural Language
Processing

1 Introduction

StackOverflow is an online forum where users can post questions related to pro-
gramming, which are then directed to relevant experts for answers. However,
StackOverflow does not verify the validity or security of the questions posed.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
P. Das et al. (Eds.): AMRIT 2023, CCIS 1954, pp. 198–208, 2024.
https://doi.org/10.1007/978-3-031-47221-3_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47221-3_18&domain=pdf
http://orcid.org/0009-0005-9410-041X
http://orcid.org/0009-0005-2308-2111
http://orcid.org/0009-0006-3393-2308
http://orcid.org/0009-0002-5168-7538
https://doi.org/10.1007/978-3-031-47221-3_18


Deep Learning Based Software Vulnerability Detection 199

While most answers are generally relevant and useful, there is a risk that hidden
issues may exist within the question itself. Although an incomplete solution may
technically solve the problem at hand, such code can still contain vulnerabili-
ties that may have devastating consequences for the user or application if left
unpatched. For example, the first stack overflow solution suggested by Google for
some of the most common vulnerabilities in C may be incomplete or inadequate,
potentially causing problems for new developers relying on StackOverflow as a
comprehensive resource.

To address this issue, we propose using deep learning techniques to detect
potential vulnerabilities in code, which can then be tagged and categorized along-
side existing tags generated from the user’s question. This approach would pro-
vide users with warnings about possible mistakes or issues that may arise. We
plan to train a deep learning model to identify common vulnerabilities in C
and C++ (as these languages are particularly prone to certain types of vulner-
abilities not seen in higher-level languages), and pass user-provided code from
StackOverflow through this model to detect any such vulnerabilities.

Some of the most common C/C++ vulnerabilities we aim to detect include:

– CWE - 119: Improper Restriction of Operations within the Bounds of a Mem-
ory Buffer

– CWE - 120: Copying data from buffer without checking for its size. Eg: strcpy
– CWE - 469: Use of Pointer Subtraction to Determine Size
– CWE - 476: NULL Pointer Dereference

In online forums where users post questions and expect quick answers from
reliable sources, tags are used to label the topics related to the questions. How-
ever, a significant number of posted questions remain unanswered due to the
large number of erroneous and irrelevant tags used. Tags such as “object,”
“programming-challenge,” or “beginner” provide no insight into the specific
question or problem faced by the user. Additionally, duplicate tags, such as
“python” and “python3,” are used almost always in pairs, taking up one of the
five slots available for tags and providing no additional insights.

Furthermore, the possibility of wrong tags is also considerable, as the user
may not fully understand the exact issue with their code, leading to personal
biases when adding tags to the question. To address these issues, machine learn-
ing techniques can be employed to generate tags automatically, removing the
burden of assigning relevant and legitimate tags from the user. This approach
can increase the accuracy and relevancy of tags, reducing the number of unan-
swered questions and improving the overall user experience in online forums.

2 Related Work

The objective of the research conducted by R. Russell et al. [18] is to develop an
effective approach for detecting software vulnerabilities in code snippets writ-
ten in C and C++ programming languages, using Machine Learning and Deep
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Learning techniques. The authors compare their approach with alternate meth-
ods such as Static and Dynamic Analysers. To accomplish this task, the authors
collected and curated data from various sources, including SATE IV Juliet Test
Suite, GitHub, and Debian-based Linux distributions, which included a million
functions of C and C++.

To prevent overfitting of the model due to the large and redundant code snip-
pets, the authors used a custom lexer for source lexing. Afterward, the labelled
data set was created by labelling the functions collected into the vulnerabilities
they contained. The authors used various methods like static analysers, dynamic
analysers and commit message tagging to label the dataset.

The authors employed two methods for vulnerability detection. Firstly, they
used Neural network classification and representation learning, where they used
a word-to-vec-based embedding with k = 13, followed by CNN and RNN for
feature extraction. A fully connected classifier was used after feature extraction.
Secondly, they used Ensemble learning on neural representations, where the out-
put of CNN and RNN layers was passed to ensemble classifiers such as Random
Forest.

The results demonstrated that CNN models outperformed RNN models with
higher recall, and Ensemble classifiers performed better than Neural Networks.
However, the authors acknowledged the possibility of further improvements, such
as improving labels, detecting style violations, commit categorization, and algo-
rithm/task classification. Overall, the research conducted by R. Russell et al.
[18] provides a promising approach for detecting software vulnerabilities in code
snippets of C and C++ programming languages using Machine Learning and
Deep Learning techniques.

Cedeño González et al. [3] proposed a novel approach to generate tags for
questions using a multi-class classification technique. They compared their app-
roach with two other major methods in the field, namely TF-IDF and discrim-
inant classifiers, using a dataset collected from the StackOverflow website. The
authors employed traditional NLP pre-processing techniques and a Computer
Science related lexicon to preserve specific terms. They also used a Linear Sup-
port Vector Classifier (LSVC) feature selection method with the L1 norm as a
penalty function.

To prepare the data, each tag in the training set was assigned a position,
and a separate classifier was used for each tag/position. The authors used two
classification models, SVM and Naive Bayes, to evaluate the performance of their
approach. Overall, they observed that the SVC classifier performed better than
the NB classifier. Notably, the feature selection method had a minimal impact
on the classifier performance.

This study makes a valuable contribution to the field of question tagging
and demonstrates the effectiveness of a multi-class classification approach using
LSVC feature selection. However, future research can investigate the use of addi-
tional features, such as improved labels, to enhance the performance of the classi-
fier. Additionally, exploring the use of deep learning models for question tagging
could be beneficial.
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J. Dietrich et al. [6] investigated the relationship between tags and posts on
Stack Overflow, specifically examining whether tags were associated with posts
and whether they were related to programming language names. The authors
analyzed the SOTorrent dataset to identify code snippets with tags, finding that
48,807,762 code snippets had at least one associated tag. The top 20 tags were
determined using the TIOBE index.

To implement the project, the authors loaded the SOTorrent data into a
MySQL dataset and created two tables: Snippets with tags from SOTorrent and
Tags generated using Linguist. They used Java and R scripts to process the
intermediate data. However, they noted limitations in tag normalization accu-
racy and representation of all programming languages. Therefore, the authors
cautioned against relying on a single strategy, emphasizing the need for a mix
of systems.

In their work, T. Saini and S. Tripathi [19] argue that the identification
of relevant tags in a forum is critical to reduce the search space for duplicate
questions and to group similar topics for easier browsing. To achieve this, they
implemented a multilabel classification using a one-vs-all approach with SVM
and linear kernels. They also explored two other approaches, the Naive Bayes
method and Feature Extraction method, to improve the performance of the
model on different sections of the dataset. Additionally, they employed lexical
and syntactical analysis techniques such as parsing and tokenizing to enhance
the efficiency of the model.

The dataset used in this study consisted of a large corpus of approximately 6
million questions from a forum. Each entry in the dataset included a question id,
the question title, and the question body, which comprised the user’s question
in natural language and/or code snippets if available.

The authors used various techniques to analyze the dataset, including “Bayes
Analysis on Indexed Dump,” which used the classical naive-bayes method to
generate tags using only the question title. They also used “SVM Analysis of
List of Titles” and “Unique Feature Extraction Approach,” in which the given
question was converted into a vector, and the alignment of the vector with the
labels was used to predict the tags. The results of the study indicated that,
in general, SVM outperformed Bernoulli and Multinomial Naive Bayes, with
performance improvements ranging from 30 to 50%.

In recent times, detecting software vulnerabilities has primarily relied on
either analysing the source code via static methods or executing the final exe-
cutable. However, researchers X. Zhang, L. Shao, and J. Zheng [22] have proposed
alternative methods to detect vulnerabilities in software. One such method is
fuzzing, where a series of semi-valid test data is automatically passed to the exe-
cutable program to check for undefined or incorrect behavior, which may result
in program crashes, depending on the software’s reliability. Another proposed
method is IDA-based assembling code audit, which involves reverse engineering
and decomposing the executable to check for vulnerabilities. Few of the methods
to generate the same are:
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– This approach includes using buffer overflow vulnerabilities by overloading
the input or buffer with a large string that exceeds the storage’s boundaries,
among others.

– Integer overflow and underflow vulnerabilities can also be detected by passing
border values that can cause unintended effects such as integer wrap-around.
For instance, values such as “−1, 0, 1, Oxff, Oxffff and Oxffffffff” can be used
for this purpose.

However, most known vulnerabilities require specific constraints to be trig-
gered, such as a particular input or data, without which the program may
crash. Therefore, detecting the vulnerability’s presence can be challenging when
analysing the output or response. To overcome this challenge, one proposed
approach is to use stack trace, etc., to track the functions and procedural calls
performed by the software under consideration effectively. This method may not
be affected by anti-debugging tools commonly used by proprietary software to
prevent their code from being decompiled by competitors.

3 Proposed Solution

3.1 Question Tagging

Data. This dataset contains data to be used for the Question Tag Prediction
Model. This is organized into 3 tables:

– Questions contains the text posted by the users, used for creation of question
tags, and expert predection. Also contains the metadata of when the question
was posted and at what time, the stack-overflow user ID.

– Answers containing the body, creation date, score, and owner ID.
– Tags containing the tags.

Pre-processing. The data for Question tagging were converted to dataframes
and these data frames were joined using an “ID” field. Irrelevant columns in the
resulting data frame were dropped. Questions with score less than 5 were not
properly framed or were not tagged appropriately and hence were not used fur-
ther. Based on the tags occurrence count, the questions with the top 50 common
tags were retained for further analysis. Since the dataset contained questions
scraped from StackOverflow, the question title and body consisted of non ASCII
characters, HTML tags, email-ids and URLs. These were removed using a pre-
processing library. For the next steps of text pre-processing, the NLTK library
was used for lemmatization and stop word removal. Lemmatization in NLP is
a form of grouping together the words of a language with minor inflections, so
that the model can treat these similar words as the same to reduce complex-
ity, to prevent overfitting, etc. Stopwords are words such as “and”, “the”, “if”,
etc. which do not add any significant meaning while tokenization. The data was
finally converted to One Hot Encoding with top 50 tags. Tokenization was done
using a standard keras tokenizer with a threshold for maximum number of words
as 5000 and maximum length of each question as 500.
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Convolutional Neural Network. A single embedding layer was used for con-
suming the input. This was followed by 3 pairs of convolutional and pooling
layers. Each convolutional layer had different dropout values to prevent over-
fitting with a Rectified Linear Unit activation function and a filter length of 300.
This was followed by 2 dense layers of size 64 and 16 respectively with a Rectified
Linear Unit activation function. The final dense layer was used as the output
layer with a sigmoid activation function. The loss function used is binary cross
entropy with an Adam optimizer. A batch size of 32 was used for training with 30
epochs. In an attempt to improve results and follow some of the state-of-the-art
models, a static analysis method was ensembled with the current Convolutional
Neural Network. The static analysis method uses a correlation matrix between
the tags to predict which tags are related to other tags very closely and hence
occur together very frequently. These highly correlated tags were combined with
the originally predicted tags by the model and given as the final output. This
method of ensembling static analysis along with the model prediction improved
the recall of the overall model.

3.2 Software Vulnerability Detection

Data. The dataset is of the type HDF5(The Hierarchical Data Format version
5) which contains string snippets of code along with the top 4 vulnerabilities
which are one hot encoded to show the presence of that vulnerability.

Pre-processing. The available data in HDF5 format is decoded from binary
strings to UTF-8 format. Subsequently, the code is cleaned by removing unneces-
sary components such as comments and variable names, as these may introduce
bias. Single-line comments are removed using regex, and each token is compared
to a list of all C/C++ main library keywords. If a token is not present, it is
replaced with the term “variable” to remap all variables to the same. White
spaces, such as tabs and newlines, which do not affect the code’s execution, are
removed. Multi-line comments are also eliminated. The resulting pre-processed
text is then ready for training. Following this, the Boolean vulnerabilities are
converted to integer values, similar to One Hot Encoding. As evidenced by the
token count, all remaining tokens are pertinent to the code.

Convolutional Neural Network. The present study utilized a CNN model
for predicting the presence of vulnerabilities in code snippets. The model was
found to perform best for the given use case. The architecture of the final CNN
model comprised an input layer for tokenized strings of code snippets, followed
by 2 Convolution layers on 1 Dimension with different dropout rates, adjusted
via tuning. This was followed by 3 hidden dense layers, each using the “ReLU”
activation function. The final output layer produced 5 floating point numbers
as output, determining the probability of vulnerability existence in the code
snippet. A threshold was estimated after fine-tuning the model, converting the
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floating point output to Boolean output. The Adam Optimizer was employed for
its benefits such as fast training, simple implementation, and verifiable results.

Let X be the input tensor of shape (batchsize, sequencelength, embedding-
size), and F be the set of learnable filters of shape (filterlength, embeddingsize,
numfilters). The Conv1D layer applies the convolution operation with stride 1
and valid padding. The output feature map Y is computed as follows:

Y (i, j, k) =
∑

m,l

[X(i + m, j, l) · F (m, l, k)] + B(k) (1)

Here, (i, j) represents the spatial coordinates of the output feature map, k
represents the index of the filter, (m, l) represents the spatial coordinates within
the filter, and B(k) denotes the bias term for the k-th filter.

The model was trained over 30 epochs, using a 70:30 split between training
and testing, with 20% being reserved for validation during training.

3.3 Results

Question Tagging and Vulnerability Detection problems are both multi-class
classification problems. Hence, metrics such as precision, recall and F1 score
were used to determine their performance (Tables 1 and 2).

Table 1. Comparison with state of the art models (Question Tagging)

Model Recall@5 Precision@5

SOTagRec 0.817 0.343

TagCombine 0.595 0.221

TagMulRec 0.680 0.284

EnTagRec 0.805 0.346

CNN(Proposed model) 0.844 0.239

Table 2. Comparision with state of the art models(Vulnerability Detection

Paper/Method Recall F1 score

Automated Vulnerability
Detection in Source Code
using Deep Representation Learning

Private test data used,
hence unable to compare

0.56

Static Tests (Clang/cppcheck) <0.50 <0.25

CNN (our model) 0.55 0.78
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Inferences. A few inferences observed after obtaining and analyzing the results
are as follows:

– Tags like “database”, “performance” and “algorithm” have a relatively lower
precision than the other tags. This is probably because there is no key dis-
tinguishing feature in questions with these tags and these topics are very
generalized.

– Tags like “python”, “JavaScript” and “PHP” (programming languages) have
a relatively higher precision than the other tags.

– A usual trend observed in both, question tagging and vulnerability detec-
tion is that an increase in the number of training samples for a particu-
lar tag/vulnerability increases the precision and recall for that particular
tag/vulnerability.

– The data cleaning steps are critical in improving results and decreasing train-
ing time.

Drawbacks. The approach taken and models built have the following draw-
backs/failure cases:

– The number of tags generated are lesser than expected for actual questions.
This is because most questions do not revolve around many major topics and
the model is trained for only the top 50 tags.

– Most of the code snippets in the training data for vulnerability detection are
not vulnerable which gives rise to problems while dealing with a skewed data
set.

– Samples of code snippets with CWE-469 are low in number causing the recall
to decrease for this vulnerability.

4 Conclusion

This research project aimed to enhance the user experience for questionnaire
forums, such as StackOverflow, by automating the generation of relevant tags
and the detection of potential software vulnerabilities for C and C++ languages,
using deep learning techniques. The project yielded promising results; however,
there is still room for improvement in the current approach. Future work can
be focused on incorporating additional relevant features to further enhance the
accuracy and effectiveness of the system.

5 Future Work

The future scope of the project involves several areas of potential improvement
and expansion.
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Improving Accuracy of Vulnerability Detection. While the current model
has shown promising results, there is still scope for improvement in terms of accu-
rately detecting vulnerabilities. To enhance the accuracy of the model, increasing
the dataset size is essential. By gathering a larger and more diverse collection of
data points, the CNN model can learn from a wider range of examples, leading to
improved accuracy and better generalization. Experimenting with different CNN
architectures, such as increasing the depth or width of the network or utilizing
more advanced models like ResNet or DenseNet, enables the model to capture
more intricate patterns and features within the vulnerability data. Lastly, by
systematically adjusting hyperparameters like learning rate, batch size, opti-
mizer, regularization techniques, and activation functions, the model can find
the optimal configuration that maximizes accuracy.

Expanding the Scope of the Project. The project can be extended beyond
just questionnaire forums like StackOverflow to other platforms like GitHub and
other code repositories. This can help developers identify potential vulnerabilities
in their code before it is released to the public.

Larger Number of Tags for Training the Model. This could help improve
the accuracy of tag prediction and make the system more useful for users of
the forum. Additionally, incorporating a larger number of vulnerabilities into
the scope of the project could enhance the model’s ability to detect potential
software security issues in code snippets.

Incorporating More Programming Languages. Currently, the project only
focuses on C and C++, but it can be extended to include other languages like
Java, Python, and more. This would require training the model on new datasets
and adjusting the architecture of the model to suit the requirements of each
language.

Detection of Algorithm. Another area of potential expansion is the detection
of algorithm/description of code snippets. This could help users better under-
stand the purpose and functionality of the code they are working with, as well as
identify potential areas for improvement or optimization. Incorporating natural
language processing techniques could be helpful in achieving this goal.
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Abstract. Imbalanced classification is most important problem in machine learn-

ing, where the distribution of classes in the training dataset is skewed towards one

class. So, insufficient representation of data in interested class (minority class)

leads to misclassification by the canonical classifier, where learning by training

datasets is biased towards the majority class. Several important applications are

imbalanced in nature. Many different methods were proposed by the researchers

to improve classification performance in an imbalanced dataset. The most com-

mon methods are resampling, cost-sensitive learning, ensemble methods, anomaly

detection, etc. But there is a huge research gap in the prediction of an imbal-

anced or highly imbalanced dataset because the proposed methods are not assured

about prediction accuracy. In cases of imbalanced datasets, hyperparameter tun-

ing becomes more important to improve accuracy because a poorly tuned pre-

dictive model can easily neglect the interested classes (rare events), resulting in

poor performance. This paper focused on comparative studies of the performance

of different optimization methods with a proposed classifier for an imbalanced

dataset.

Keywords: Big Data · Machine learning · Imbalanced dataset ·

Hyper-parameter tuning · Brain Stroke prediction · Customer Churn Prediction

1 Introduction

The problem of classification occurs when the number of instances in one class (the

minority class) is much smaller than the number of instances in the other class (the

majority class) [1]. Even it become highly imbalanced if ratio between majority and

minority class is like 10000:10. This is a common phenomenon for many real world

applications, such as drug effect and risk prediction [2], early stage cancer prediction [3],

fraud detection [4], churn prediction [5], disease prediction [6, 7], object recognition [8],

business management [9] etc. Because the majority class dominates the training dataset,

the predictive model fails to detect an interested class or a rare event [10]. A degree of
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imbalance can be measured by an imbalanced ratio (IMB ratio = majority class/minority

class). However, while the accuracy of such models can be high, they are completely

biased in favour of the majority [11]. This can result in serious consequences, such

as missing important information and making incorrect predictions. There are several

methods to handle imbalanced dataset, which fall into three major categories, data-

level methods, special-purpose learning methods, and hybrid methods. However, both

data-level and algorithm-level methods face some difficulties [12].

So, unbalanced dataset optimization with efficient resampling techniques is the most

challenging work, and in the same way, an efficient algorithm that is balanced and may

work under dataset shift conditions. Another efficient approach for the classification of

an imbalanced dataset is hyperparameter tuning with class weight optimization [13].

Once you have chosen a suitable algorithm and a good evaluation metric, for the imbal-

anced dataset, you can start tuning the hyperparameters. Generally, naive optimization

algorithms are used to tune hyperparameters, such as grid search and randomised search.

Another two approaches are stochastic optimization algorithms like the stochastic hill

climbing algorithm [14] and genetic optimization algorithms [15, 16] for hyperparameter

tuning for the classification of imbalanced datasets. Researchers proposed different opti-

mization algorithms for hyperparameter tuning with regard to the learning and validation

of an imbalanced dataset.

We conducted two experiments in this paper: the first used canonical algorithms

KNN [18], SVM [19], and Logistic Regression in conjunction with SMOTE-Tomeklink

[21], and the second used ensemble classifiers XGBoost [20], LightGBM, CatBoost

along with decision tree [17], and random forest [20]. In the first experiment, we worked

with highly imbalanced cerebral stroke data, and for the second one, we used churn

prediction data. In both cases, we used hyperparameter optimization as Grid search,

Random search, Tree of Parzen estimator (TPE), Genetic Algorithm. Here we study a

comparative analysis of the performance of the above optimization algorithms on an

imbalanced dataset.

2 Strategy for Imbalanced Data Classification

2.1 Performance Metrics

Metric selection plays a vital role in imbalanced learning. The selection of the wrong

metric can mean choosing an improper classification model [22, 23]. Metric selection

can be influenced by your application, algorithm choice, and the nature of the dataset.

For example, accuracy is a popular performance metric for machine learning, but it can

be misleading and biased towards the majority class in cases of imbalanced datasets.

Guido et al. (2020) [24] tested G-Mean against accuracy on two imbalanced datasets by

optimizing the hyperparameter of a support vector machine using a genetic algorithm

and concluded that G-Mean is more appropriate for evaluating model performance than

accuracy.

Commonly used metrics for classification and hyperparameter tuning of imbalanced

datasets are balanced accuracy [25], G-mean [26], AUC, and F1-score [27]. Zhang et al.

(2022) [28] used 7 metrics in addition to PPV12 and NPV12 to improve the classifier’s



A Comprehensive Study of the Performances of Imbalanced Data 211

performance with hyperparameter tuning for imbalanced Alzheimer’s Disease data. Bur-

duk [29] proposed a new metric, HMNC, for imbalanced classification in two ways: one

when the majority class is larger than the imbalance ratio (IR) and another when the

majority class is smaller than the IR, though the author proposed a different formula to

calculate the IR. As a result, proper metric selection, along with hyperparameter tuning,

is critical for an efficient classification result with an imbalanced dataset.

2.2 Data Level Methods

There are three types of data level approaches used to handle an imbalanced dataset:

oversampling, undersampling, and hybrid methods.

• The process of introducing new synthesized data into the minority class is known as

oversampling. New data is generated from existing data. There are many proposed

oversampling methods, and the most popularly used is SMOTE [30] and different

varieties of SMOTE such as borderline-SMOTE [31], modified SMOTE (MSMOTE)

[32], kernel-based SMOTE [33], ADASYN [34], etc.

• To balance the dataset, undersampling removes data from the majority class. Edited

nearest neighbours [35] and Tomek links [36] are two popular undersampling

methods.

• The hybrid method is a combination of oversampling and undersampling and some-

times works more efficiently for some applications. Some newly proposed hybrid

methods are SMOTE + PSO + C5 [26], Borderline-SMOTE SVM [37], RUS-IPF

[38], etc.

Rekha et al. (2019) [39] worked with 15 different datasets and showed that the

oversampling technique takes longer training time and is less efficient (in terms of

memory, due to the increased number of training instances) than the undersampling

technique, and that it suffers from high computational costs (for pre-processing the data).

Vargas et al. (2023) [40] reviewed 9927 papers on sampling techniques and concluded

that the best performing and most popular techniques for the future are cluster-based

sampling, oversampling, and hybrid sampling. There are conflicts and research gaps in

data level methods because data distribution should be optimal according to user goals.

2.3 Algorithm-Level Approach

Cost-sensitive learning frameworks lie in between data- and algorithm-level approaches.

Such methods assign different costs to instances, modify the learning algorithm to incor-

porate varying penalties, and accept the cost. Well-known methods in this category

are cost sensitive SVM [41] and stochastic gradient boosting [42]. There are many

cost-sensitive algorithms classified as linear, nonlinear, and ensemble algorithms. Some

ensemble algorithms are AdaBoost [43], XgBoost [44], BABoost [45], etc.

2.4 One Class Classifier

This algorithm focuses on a target group to create a data description. This algorithm is

used for outlier detection and anomaly detection at the time of classification tasks. Some



212 D. Roy et al.

one-class algorithms are one-class support vector machines [46], isolation forests, local

outlier factors [47] etc. (Table 1).

Table 1. Some challenges in data level and algorithm level strategies.

Challenges Data-level Algorithm level

1 The amount of data added to the

minority class or removed from the

majority class is defined as optimal data

distribution

Create an algorithm that works with

data shifts and focuses on the minority

class

2 Ratio of data resampling and

distribution according to user preference

An algorithm that is optimal and

tailored to the user’s goals

3 Effective optimal resampling method

based on hyper-parameter optimization,

suitable for all situations

Algorithm and optimization method to

design adequate algorithms for all

scenarios

4 Overfitting for additional data from the

minority class and removal of important

data for the undersampling method

Design algorithms that efficiently work

for the classification of imbalanced

datasets along with overlapping and

other data complexities

2.5 Challenges on Handling Class Imbalance

3 Hyper-parameter Tuning

Every model has some default parameters that are learned from the training dataset

and updated at learning time to predict, classify, etc. We could not control the model

parameter because it was derived from data. The hyperparameters, on the other hand,

specify structural information about the type of model itself, such as whether or not we

are using classification or linear regression, the ideal architecture for a neural network,

the number of layers, the type of filters, regularisation strength, and batch size etc.

They are not learn; they are defined before training. Where as hyperparameter space

is a range of values that is being explored to tune the hyperparameters. Finding the

configuration of hyperparameters that produces the best performance is referred to as

“hyperparameter tuning” or “hyperparameter optimization.” The main task now is to

find the best hyperparameters in the search space for a given model.

Hutter et al. (2014) [48] propose a more comprehensive approach for evaluating the

significance of individual hyperparameters. Similarly Probst et al. (2019) [49] showed

the importance of hyperparameters to get efficient results from a model. They proposed

the best hyperparameter configuration for a given dataset.

Hyperparameters of the Ml model can be continuous (learning rate, coefficient,

weight balanced factor, etc.) or discrete (max_depth, number_of_hidden_layers, batch

size etc.). The problem of risk/error minimization is frequently relaxed by continuous
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optimization. Many parameterized models [50] involve continuous optimization in solv-

ing learning problems. Where as inference problems within structured spaces, specific

learning problems, and auxiliary problems like feature selection, data subset selection,

data summarization, neural architecture search, etc. all include discrete optimization.

The architecture of the model influences the selection of critical hyperparameters, such

as the level of polynomial features that should be used in a linear model. What number

of neurons should we preserve in each layer of the neural network? In a random forest,

how many trees are needed? learning rate of the gradient descent method etc.

Yang et al. (2020) [51] described excellently several optimization methods and how

to implement them to machine learning models. Likewise Bischl et al. (2023) [52]

demonstrated important hyperparameter choices and how to combine them with pipelines

for parallelization and computational time reduction.

There are numerous methods for hyperparameter tuning or hyperparameter opti-

mization such as grid search, random search [53], successive halving [54], Bayesian

Optimization [55], Gradient Based [56], Hyperband [57], Genetic Algorithm [58] etc.

For machine learning, there are a number of hyperparameter optimization libraries

that can help automate and accelerate the process of finding the optimal collection of

hyperparameters. These are a few well-known hyperparameter optimization libraries

such as Scikit-Optimize, Hyperopt, Optuna, Osprey, TPOT, Ray Tune, SMAC, Keras

Tuner etc.

Shekhar et al. (2021) [59] described a comparative study of hyperparameter opti-

mization tools using two benchmarks and showed that Optuna performed better for the

CASH problem and HyperOpt for the MLP problem.

4 How Does Hyperparameter Optimization Improve

the Classification Result for an Imbalanced Dataset?

4.1 Data Level

Another important decision is how much data will be added to the minority class in

oversampling or removed from the majority class in undersampling techniques. Here it

is necessary to design efficient resampling methods using hyperparameter tuning that

produce an optimal distribution of balanced data.

Pelin Akin (2023) [15] showed that class ratios and k parameters can be optimized

by genetic algorithm to boost the SMOTE algorithm performance.

Vaseekaran (2022) [60] give the idea to identify the efficient resampling strategy

using hyperparameter tuning along with pipeline class library of scikit-learn’s. This

mechanism can work potentially effective if researcher implements it as future aspect

with classifiers.

Sun et al. (2021) [61] proposed an auto-sampling technique which based on opti-

mization sampling schedules and it able worked for high dimensional hyperparameters.

Li et al. [62] resampled the biologically imbalanced data using a Bat-inspired algo-

rithm and a PSO optimization algorithm, depending on the properties of the biological

datasets.

Saglam et al. (2021) [63] demonstrated undersampling methods using bee colony

and partial herd evolution optimization methods.
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The direction of hyperparameter optimization of resampling techniques and their

advantages were demonstrated by Moniz et al. (2021) [64].

Random search and Tree Parzen estimators based on Bayesian optimization on

resampling methods and classification were carried out by Nguyen et al. (2021) [65].

They explore with a search space consisting of 64 pertinent hyperparameters, 21

resampling strategies, and 4 classification algorithms.

Using hyperparameter tuning, optimal data distribution that is adequate and in

accordance with the user’s goal could be a future scope.

4.2 Algorithm Level

Many researchers in different applications utilized and acquired the best results using

hyperparameter tuning with classifiers for imbalanced or highly imbalanced datasets.

Hancock et al. (2021) [66] demonstrated in an experiment that classifiers with

hyperparameter tuning always outperformed their default values.

Zhang et al. (2022) [28] demonstrated that SVM with a hyperparameter tuning model

can produce the best results and perform well with imbalanced Alzheimer’s disease data.

Other work applied hyperparameter optimization along with cost-sensitive SVM

using genetic algorithms. Guido et al. (2022) [16] demonstrated effective classification

results with an imbalanced dataset using a genetic optimization algorithm versus the

grid search method.

Similarly Sharma et al. (2021) [67] used RAO optimization algorithms to classify

Parkinson’s disease, and they also compared the performance with other methods. So,

both classification algorithms and resampling techniques involve some hyperparameters

that can be tuned. Here we describe a few recent works in Table 2.

Table 2. An overview of some recent works regarding hyperparameter tuning with an imbalanced

dataset.

Authors Hyperparameter

Optimization

Algorithm

Data Set Description

Panda et al. (2023)

[68]

Genetic

Optimization

Algo.

Imbalanced data of

urban and rural

energy consumers

Unbalanced

classification of urban

and rural energy

consumption was

resolved using a Monte

Carlo undersampling and

genetic optimization

approach for each

classifier

(continued)
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Table 2. (continued)

Authors Hyperparameter

Optimization

Algorithm

Data Set Description

Bertsimas et al. [69] Robust

Optimization (RO)

Algo.

20 real world

imbalanced datasets

Used robust optimization

to train logistic

regression and SVM on

imbalanced datasets

Rosales-Pérez et al.

(2022) [70]

Evolutionary

Bilevel

Optimization

70 imbalanced

datasets

They proposed a bilevel

cost-sensitive SVM

(EBCS-SVM), which

handles imbalanced

datasets with trained

support vectors with

hyperparameter

optimization and

misclassification costs

Nishat et al. (2022)

[71]

Grid Search and

Random Search

Optimization

Imbalanced heart

failure dataset

Investigate an

experiment with an

imbalanced heart failure

dataset using 6 classifiers

and SMOTE-ENN with

grid search and random

search optimization

techniques

Zhang et al. (2022)

[28]

Grid Search

Optimization

Algo.

Alzheimer’s disease

dataset

They applied a multicore

high performance

workflow to run parallel

SVM hyperparameter

tuning to learn

alzheimer’s disease

Tharwat et al. (2019)

[14]

Ski-driver (SSD)

optimization

algorithm

8 imbalanced dataset They proposed the

ski-driver (SSD)

optimization algorithm

along with SVM

(SSD-SVM) on eight

imbalanced datasets and

compared it with grid

search (PSO)
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4.3 How to Use Hyperparameter Optimization to Handle Unbalanced Dataset

Along with Data Complexities

The difficulty of classifying imbalanced data becomes increasingly challenging when

data complexities are present. Here, overlap is significantly affecting how well imbal-

anced data are classified. Even distinguishing a class from an overlapped region is an

open issue, but many researchers try to minimise the problem with other techniques.

Vuttipittayamongkol et al. [72] done an experiment on synthetic datasets to show how

class overlap plays a major role for accuracy of minority class for imbalance datasets.

Kong et al. [73] use hyperparameter optimization to try to reduce the effect of overlap.

Hence, handling overlapped data and other complexities for an unbalanced dataset

using hyperparameter adjustment may be a future effort.

5 Experiment

5.1 Experiment 1

In this study, we used highly imbalanced datasets (cerebral stroke) from the Kaggle

database to run an experiment with an imbalanced ratio of 0.0168, where negative class

(majority class) is 32613 and interest class (minority class) is 550.

Here we used three classifiers: k-nearest neighbours (KNN), Logistic Regression,

SGD-linear classifiers (SVM, logistic regression, etc.) with stochastic gradient descent

(SGD) training, and SMOTE-Tomek to resample the dataset. As a hyperparameter

optimization algorithm, we used Grid Search (Gridsearchcv), Random Search (Ran-

domsearchcv), the Tree of Parzen estimator (TPE) using Hyperopt, and TPOT using a

genetic algorithm. Use accuracy, ROC-AUC, F1-Score, and G-Mean as performance

measurements.

Result

The experimental results are shown in Table 3, where we show the parameters that have

been set using hyperparameter optimization techniques and the accuracy, ROC-AUC,

F1-Score and G-Mean of different classifiers after and before hyperparameter tuning.

Table 3. The effectiveness of classifiers prior to and following hyperparameter adjustment.

Name parameters Accuracy Roc_auc F1score Gmean

Logistic regression Default 0.7572 0.6007 0.0835 0.7553

Grid_log_reg penalty = “I2”, C = 0.01 0.9027 0.85 0.2127 0.8483

TPOT_LOG C = 0.01, penalty = 12 0.9027 0.85 0.2127 0.8483

Rand_log_reg penalty = “I2”, C = 0.001 0.9214 0.8882 0.2641 0.8876

(continued)
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Table 3. (continued)

Name parameters Accuracy Roc_auc F1score Gmean

Hyper_opt_TPE_LOG penalty = 12, C = 0.001,

solver = Ibfgs

0.9214 0.8882 0.2641 0.8876

TPOT_KNN algorithm = kd_tree,

n_neighbors = 2

0.8738 0.5555 0.056 0.4474

Grid_K_nn n_neighbors = 3,

algorithm = ball_tree

0.8145 0.6007 0.0633 0.5585

KNearest Default 0.7989 0.6143 0.0651 0.5839

Rand_K_nn n_neighbors = 4,

algorithm = kd_tree

0.841 0.5962 0.0666 0.5398

Hyper_opt_TPE_KNN n_neighbors = 4,

algorithm = ball_tred

0.841 0.5962 0.0666 0.5398

TPOT_SGD loss = hinge, penalty =

elasticnet, alpha = 0.001

0.1292 0.5537 0.0363 0.3374

SGD_class Default 0.951 0.5445 0.0773 0.346

Hyper_opt_TPE_SGD loss = hinge, penalty =

elasticnet, alpha = 0.01

0.7743 0.7704 0.1009 0.7704

Grid_SGD pss = modified_huber,

penalty = elasticnet, alpha

= 0.1000

0.7729 0.7733 0.1012 0.7733

Rand_SGD loss = log, penalty =

elasticnet, alpha = 0.0100

0.7759 0.6007 0.1015 0.7712

The accuracy of KNN increased after all hyperparameter optimization, but ROC-

AUC and G-Mean were not improved, however, F1-Score improved after random search

and TPE.

In the case of SGD, accuracy not improved, but ROC-AUC, F1-Score, and G-mean

significantly higher after grid search, random search, and TPE compared to the genetic

algorithm.

The accuracy, ROC-AUC, and G-Mean of Logistic Regression (LR) are improved

after all hyperparameter tuning methods, but the improvement of F1-Score is measurably

high after all hyperparameter settings.

Here we demonstrated F1-Score in Fig. 1 and ROC-AUC in Fig. 2 for all classifiers

along with hyperparameter optimization algorithms.

5.2 Experiment 2

In the second experiment, we used Kaggle’s imbalanced churn datasets with an imbal-

anced ratio of 0.3612, where churn data was 1869 (for the interest class) and customer
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Fig. 1. F1-Score of all classifiers using methods with hyperparameter optimization

Fig. 2. Individual ROC-AUC growth before and after hyperparameter adjustment for each

classifier

data was 5174 (for the majority class). Classifiers used include Decision Tree, Ran-

dom Forest, XGBoost, LightGBM [74] and CatBoost [75]. However, hyperparameter

optimization algorithms and performance metrics are the same as in experiment 1.

Result

The test results are displayed in Table 4, Here, we showcase the classifiers’ performance

reports prior to as well as after hyperparameter optimization settings.

Decision Tree: Accuracy and ROC-AUC of the decision tree are improved after all

hyperparameter settings, where F1-score is improved after TPE, random search, and

genetic optimization algorithms. G-Mean is increased after Random Search and Genetic

optimization tuning.
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Table 4. The performance of classifiers both before and after hyperparameter tweaking.

Name parameters Accuracy Roc_auc F1score Gmean

Grid_DecisionTreeClassifier {criterion: entropy,

max_depth: 3,

max_features: 7,

min_samples_leaf: 1}

0.7768 0.6456 0.4654 0.5816

DecisionTreeClassifier Default 0.7142 0.6371 0.4678 0.6154

Hyperopt_DecisionTreeClassifier (criterion = entropy,

max_depth = None,

max_features = 7,

min_samples_leaf =

2, random_state =

123)

0.7436 0.6457 0.4753 0.611

Rand_DecisionTreeClassifier {criterion: gini,

max_depth: None,

max_features: 4,

min_samples_leaf: 6}

0.764 0.6721 0.5174 0.6428

Tpot_DecisionTreeClassifier (criterion:gini,

max_depth:None,

max_features:3,

min_samples_leaf:7)

0.7725 0.6876 0.542 0.6632

RandomForestClassifier Default 0.7839 0.6885 0.544 0.6577

Hyperopt_RandomForestClassifier (bootstrap = True,

max_depth = 90,

max_features = 3,

min_samples_leaf =

10, n_estimators =

100)

0.7967 0.6938 0.5536 0.6581

Tpot_RandomForestClassifier (bootstrap = True,

max_depth = 110,

max_features = 2,

min_samples_leaf =

4, min_samples_split

= 10, n_estimators =

200)

0.8005 0.6958 0.5573 0.659

Rand_RandomForestClassifier (bootstrap = True,

max_depth = 50,

max_features = auto,

min_samples_leaf =

2, min_samples_split

= 2, n_estimators =

1200)

0.7934 0.6967 0.5578 0.6654

Grid_RandomForestClassifier (bootstrap = True,

max_depth = 110,

max_features = 3,

min_samples_leaf =

3, min_samples_split

= 8, n_estimators =

100)

0.8019 0.7036 0.57 0.6716

(continued)
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Table 4. (continued)

Name parameters Accuracy Roc_auc F1score Gmean

Tpot_XGBClassifier (learning_rate = 0.1,

max_depth = 4)

0.7967 0.7097 0.5782 0.685

Grid_XGBClassifier (learning_rate = 0.20,

max_depth = 8,

min_child_weight =

5, gamma = 0.2,

colsample_bytree =

0.5)

0.7768 0.6825 0.5341 0.6522

XGBClassifier Default 0.7773 0.6942 0.5524 0.6712

Rand_XGBClassifier (learning_rate = 0.20,

max_depth = 8,

min_child_weight =

5, gamma = 0.3,

colsample_bytree =

0.5)

0.7839 0.6948 0.5538 0.6682

Hyperopt_XGBClassifier (colsample_bytree =

0.7, gamma = 0.4,

learning_rate = 0.2,

max_depth = 12,

min_child_weight =

5)

0.7829 0.6987 0.5596 0.6751

Hyperopt_CatBoostClassifier (depth = 10,

learning_rate = 0.01,

iterations = 60)

0.7976 0.6905 0.5481 0.6515

CatBoostClassifier Default 0.7891 0.6978 0.559 0.6699

Grid_CatBoostClassifier (depth = 8, iterations

= 100, learning_rate

= 0.04)

0.7981 0.6982 0.5608 0.6648

Rand_CatBoostClassifier (depth = 8, iterations

= 100, learning_rate

= 0.04)

0.7981 0.6982 0.5608 0.6648

Tpot_CatBoostClassifier (depth = 6, iterations

= 100, learning_rate

= 0.06)

0.8 0.7057 0.5729 0.6764

Grid_LGBMClassifier (boosting_type =

gbdt,

colsample_bytree =

0.7, learning_rate =

0.05, max_depth = 8,

metric = auc,

min_data_in_leaf =

10, min_split_gain =

0.01, num_leaves =

200, objective =

binary, random_state

= 501, subsample =

0.5)

0.7839 0.6925 0.5503 0.6644

(continued)
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Table 4. (continued)

Name parameters Accuracy Roc_auc F1score Gmean

LGBMClassifier Default 0.7858 0.6983 0.5595 0.6729

Tpot_LGBMClassifier (boosting_type =

gbdt,

colsample_bytree =

0.7, learning_rate =

0.05, max_depth = 7,

metric = auc,

min_data_in_leaf =

10, min_split_gain =

0.01, num_leaves =

200, objective =

binary, random_state

= 700, subsample =

0.5)

0.7891 0.6995 0.5616 0.6728

Rand_LGBMClassifier (boosting_type =

gbdt,

colsample_bytree =

0.7, learning_rate =

0.05, max_depth = 8,

metric = auc,

min_data_in_leaf =

10, min_split_gain =

0.01, num_leaves =

300, objective =

binary, random_state

= 700, subsample =

0.5)

0.7882 0.7 0.5622 0.6741

Hyperopt_LGBMClassifier (boosting_type =

gbdt,

colsample_bytree =

0.5, learning_rate =

0.05, max_depth = 6,

metric = f1,

min_data_in_leaf =

10, min_split_gain =

0.01, num_leaves =

90, objective = binary,

random_state = 501,

subsample = 0.7)

0.7991 0.7057 0.5726 0.6769

Random Forest: Accuracy, ROC-AUC, F1-Score, and G-mean all get better with each

hyperparameter setting for random forest models.

XGBoost: For each hyperparameter setting, accuracy, ROC-AUC, and F1-score

improve, with the exception of grid search. On the other hand after TPE and genetic

optimization techniques, G-mean has increased.
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CatBoost: Accuracy increased with every hyperparameter setting, where ROC-AUC

and F1-score were enhanced after grid search, random search, and the genetic optimiza-

tion algorithm. G-mean increased only after the genetic optimization technique was

used. The TPE optimization algorithm did not improve any classifier’s performance.

LightGBM: After adjusting each hyperparameter with the exception of grid search,

accuracy, ROC-AUC, and F1 score all improve. However, G-mean increased after the

random search and TPE. Grid search does not perform well for those classifiers.

Here, we show the ROC-AUC in Fig. 3 and F1-Score in Fig. 4 as the performance

of classifiers along with hyperparameter tuning.

Fig. 3. ROC-AUC expansion for each classifier prior to and following the hyperparameter change.

Fig. 4. F1-score of each classifier that employs hyperparameter optimization techniques.
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6 Conclusion and Future Scope

As per result of first experiment, The performance of logistic regression and SGD is

effectively improved after grid search, random search, TPE, and the genetic algorithm.

As a conclusion, KNN, SGD, and LR show good performance for all hyperparameter

methods. In second experiment, following the adjustment of all the hyperparameters, the

random forest performs well enough when compared to other classifiers. On the other

hand, the performance of all classifiers is improved by the genetic optimization approach,

which works relatively well. However, the performance of classifiers is affected by a

variety of factors, with hyperparameters playing a significant role. Choices of hyperpa-

rameter for classification of imbalanced dataset is not an easy tusk, it depends on nature

of problem, types of dataset, data complexity and type of classifier etc. Hence application

of proper hyperparameter tuning for classification on specific imbalanced data could be

major future tusk.

It is challenging to choose hyperparameters for the classification of an unbalanced

dataset since they depend on the nature of the problem, the type of dataset, the complexity

of the data, the type of model, and other factors. Therefore, applying the right hyper-

parameter tuning for classification to particular imbalanced data could be a big future

tusk. Classification of overlapping imbalanced dataset using hyperparameter optimiza-

tion could be a another challenging future scope. Hyperparameter based classification

of an overlapping, unbalanced dataset may prove to be another challenging task in the

future.

One of the most popular methods that researchers take into consideration when

dealing with the categorization of unbalanced data is hyperparameter tweaking of the

predictive model in addition to conventional resampling. Hyperparameter optimization

of resampling techniques has not been widely used by researchers.

Hence, effective hyperparameter tuning of resampling techniques to enhance the

classification result is perhaps a future aspect. Another approach to using a pipeline

is one in which we combine the predictive model’s hyperparameter setting and the

resampling technique to achieve an effective result.
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Abstract. Internet of Things is used for the smart parking system with Arduino

along with IR sensor in this paper. It shows an effective way of using the parking

system more efficient and flexible comparing to other existing parking system. If

this parking system comes into existence it will make the end users more flexible

and comfortable when compared with the existing parking system. It makes the

end users more flexible since customers want their way of life to be more secured

but want them to be easier. So, this paper would help in providing the best parking

system experience like never before. Even in the real-world scenario, it would give

the end-users a lot of advantages like reduced fuel consumption and manpower

which would result in making many companies to opt this system for their parking

slots.

Keywords: Parking System · Arduino · IR Sensors · Internet of Things · vehicles

1 Introduction

There exist a greater need for effective technology for solving many of our day-to-day

problems that are evident on the surface when it comes to smart cities. For drivers, one of

the most exasperating issues is finding a parking area in crowded areas. More often than

not, drivers usually waste precious time and fuel in finding a parking space [1]. The paper

intents at creating and designing a smart parking system that efficiently addresses the

issues. The existing system does not have the proper security system that the customers

need to park their cars [2]. In this paper, users will be notified when they are out of the

parking slot about the maximum cars that could be able to park and if the parking slot is

full they may wait till the car comes out or else they can move to any other parking slots

next to them. In this way, the proposed system makes the user to move from outside of

the parking slot which is better than coming inside and searching and going out. This

parking system will provide the best security and it will give the best parking experience

and a flexible move to the customers park their cars or vehicles in this intelligent parking

system slots.

This Smart parking system with Arduino could make the end users more flexible

with lesser time and lesser fuel consumption system. It is important and a very useful

system to be implemented on real-world scenario which makes life easier and the less

complex when compared to the ordinary parking system [3].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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The main objective of the paper is to provide customers or the users with the best

quality, secure, easier, flexible product that is the intelligent parking system. And the

companies that implement the parking system do not need to have the security personnel

for the parking slots since they need only the devices for controlling which could be done

just by sitting from a specific place.

2 Related Works

The architectural design of Arduino-based vehicle parking systems are explained in [4] in

which authorization card is distributed for each user that contains the vehicle registration

number and other details. Parking gate will be opened and user will be allowed for parking

the vehicle in parking space if user is authorized and space is available, otherwise user

will not be allowed even though the user is authorized. In this way, parking issue is

solved in city areas which also provides security to the vehicle since any unauthorized

user will not be allowed to use the parking space. Multi-floor parking also helps in

parking vehicles as floors having free space is displayed.

Use of a rotary parking system which utilizes six parking shelves arranged vertically

and able to rotate is introduced by authors in [5]. They found a way to utilize narrow

space by using rotation-based automated parking system. The use of controller Arduino

Uno module that manages all the devices is implemented.

A parking system that uses Arduino components and android mobile application was

introduced by the authors in [6] which assists drivers in finding empty parking space

based on the remaining empty slots in the parking area. The system can help economy

and environment by decreasing fuel consumption, pollution and time in finding parking

space.

A parking system that has ability to allow the access and prevent authorized and

unauthorized vehicles respectively in parking area is developed by the authors in [7].

New architecture for improved parking of vehicles is proposed by the authors in [8]

in which availability parking status of registered vehicles are examined by the sensor-

based parking devices, with the intention distributing slots in the parking area without

making the system too inflexible for vehicle parking.

3 Problem Statement

This system uses IOT that is the Internet of Things which means providing the best

things on this world to be digitalized and which makes the customers to be more happy

and efficient than any other products. We live on the world of digitalized things on our

day-to- day life and this parking system would also provide the best of digitalization

and flexibility to the customers and consumers live on this technology. This parking

system would also decrease the amount of fuels that is used and this would control the

air pollution all over the country especially in India. The system could result in providing

users using this parking system with best parking system and with best security system

compared to the existing systems. The intelligent parking system would be one of the

solutions for users to park their vehicles safe with automated security systems [9].
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4 Design Implementation

The system is implemented with Arduino UNO [10] as depicted in Fig. 1 in which the

digital pins are connected to the two IR sensors. A signal from the IR entry sensor is

received by Arduino, which controls the servo motor [11] whenever a vehicle is sensed

at the entry gate. Based on the car detected at the entry, the motor functions as a check

gate, able to allow and disallow vehicles. At the initial point, the number of parking

spaces available has been defined. Both the IR sensors are utilized to detect vehicles

entering and exiting the parking area. When one IR sensor outside the gate detects a

vehicle entering the parking area, the number of parking space available is decreased

by one. When one IR sensor [12] inside the gate detects a vehicle leaving the parking

area, the number of parking space available is increased by one. The check gate in the

parking area incessantly opens and shuts the gate based on the vehicle detection.

The functional requirement are the general requirements needed for the functioning

of the system under the execution of the products and the software that has been used to

make the system more accurate and makes the hardware components to work properly

and easier with requirements.

Fig. 1. Design Architecture

The design of any of the Arduino based architecture would generally depend up

on the program given through the java coding through the Arduino IDE (Integrated

Development Environment). The architectural connections of the pins are generally

based on the connectivity of the pins declared on the software. Whenever the compilation

is done, it checks whether the board is properly connected or not and also checks with

the drivers which could result in some errors if it is not been found on the system,
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through which the compilation take place and after which compilation is successfully.

The next process to be followed after the compilation of the program is the uploading

of the program into the Arduino board which gives the specific pins with some data or

power as declared in the compiled program. If the hardware components declared on the

program and the pins have been connected properly then the program being uploaded

will be updated on the board and the hardware works properly.

5 Results and Discussion

The proposed Smart Parking System is found to be capable of detecting the entry or

exit of any car, can relay the status of available parking space in addition to saving the

data of the IR sensors. Moreover, the improvement of showing actual slot of a parking

space to the user is found in our proposed system. Based on the findings, the proposed

parking system proved to be an efficient system to develop, and can reduce the various

problem of parking system, predominantly the time wasted in searching available spaces

for parking. The results showing the parking system is illustrated in Fig. 2, the parking

structure of the system that shows the available parking spaces in Fig. 3, the smart

parking system when one slot is filled up in Fig. 4, and parking system when parking

slots are full in Fig. 5 respectively.

Fig. 2. Parking System
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Fig. 3. Parking system showing available Parking slots

Fig. 4. Parking system with One Slot Filled
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Fig. 5. Parking system when Parking Space is Full

6 Conclusion

The main concepts employed in the proposed parking system are Arduino board and

the two infrared sensors based on IoT which offers an efficient way for finding parking

spaces. It uses IR sensors for detecting the presence of a car for determining availability

of the parking space. Parking spaces are constantly monitored and the updated data can

be seen on the LCD screen. Exact location of available parking slot can be seen on the

LCD screen. The prototype in this paper was designed for an individual parking space,

but it can be expanded for numerous parking spaces. Additionally, a system interface

was also developed to record the availability of parking space and the time at which

car enters or leaves a parking space. Consequently, the proposed system provides more

convenience to drivers or users which allows tackles the problem of wastage in time and

fuel consumption. In expansion of this work, a mobile application can be created for

allowing users to search, detect and reserve a parking space online.
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Abstract. Segmentation of the desired object along with depth estimation is use-

ful in various applications like robotics and autonomous navigation. Any deep

learning workflow to estimate monocular depth and segment the desired fore-

ground object in a scene requires significant training data. The data generation

process usually involves expensive hardware like RGB-D sensors, laser scanners,

or significant manual involvement. Moreover, for every specific foreground object,

the data collection process needs to be repeated. This paper presents a novel way

to utilize only a small number of readily available png images with transparency

for the foreground object and representative background images from the internet

and combine them to generate a large dataset for deep learning, utilizing recent

monocular depth estimation techniques. To illustrate the effectiveness of the data

generation approach, this paper presents a baseline model for depth and fore-

ground mask estimation for detecting cattle on roads using the generated data

from the proposed approach. The baseline model exhibits strong generalization to

real scenarios. The generated dataset is available for public use.

Keywords: Encoder-Decoder architecture · Dense depth prediction · Mask

prediction · custom dataset · autonomous navigation

1 Introduction

Depth estimation and segmentation of desired objects in the scene are often used together

in many vision tasks [1], like autonomous navigation of agents, augmented reality, self-

driving cars, and other robotics applications. In all these applications, the precise iden-

tification of desired objects in the scene and their depth estimate from the camera are

crucial for safe and effective navigation. Modern RGB-D sensors like OAK-D1 are capa-

ble of concurrently executing advanced deep neural networks while providing depth and

color information from two stereo cameras and a single camera (4K) placed in the centre

respectively. Deep learning-based techniques using convolutional neural networks have

effective solutions in both depth estimation and semantic segmentation. In general, the

1 OpenCV AI Kit: https://opencv.org/introducing-oak-spatial-ai-powered-by-opencv/.
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availability of large training datasets is required for a deep learning network to produce

high accuracy results. The collection of such data is expensive and time-consuming. Spe-

cific applications requiring several foreground objects against a variety of backgrounds

become even more challenging in terms of simulating those scenarios. Synthetic datasets

using virtual reality have been proposed to that end [2].

Recent research indicates effective use of readily available images on the internet

to curate training data [3]. This paper introduces QuMaDe, a way to curate a custom

dataset containing hundreds of thousands to millions of images by multiplexing desired

foreground objects over representative background scenes, while also generating corre-

sponding depth and foreground mask images. This reduces both the cost and the time

required. The authors also experiment by creating baseline models for several applica-

tion contexts and show that the generated data successfully generalizes to detect relevant

objects in real-world scenes. Multiplexing, combined with random cropping, scaling,

and translation, makes the data generation fast and effective. With only 100 pairs of

background and foreground images, the authors generate 0.4 million triplets of fore-

ground over background, monocular depth, and foreground mask images by effectively

leveraging existing SOTA models for depth estimation.

The key contributions of this work are:

1. A novel effort to mix and match foreground and background images, reducing the

need for complex scene generation for data curation.

2. Curate a large dataset to effectively train models to detect depth and mask for spe-

cific foreground objects over any target background, from a limited input of readily

available internet images.

3. Combine image, depth map, and foreground mask in a single dataset using current

SOTA models for depth estimation.

4. To release the curated dataset and the trained models, making them publicly available.

Researchers can use this single dataset to do segmentation, train models to predict

depth, or predict both depth and mask.

Fig. 1. Sample Record (Background image, foreground on background, mask, depth)

The Fig. 1 represents an example from the generated dataset to help detect cattle on

roads, a common occurrence on Indian roads that leads to several accidents each year



238 S. Bonthu et al.

involving loss of life and property. The generated dataset, Monocular Depth Estimation

and Segmentation (MODES)2 and the trained model are publicly available.

2 Related Work

A depth image is a channel of an RGB image in which each pixel corresponds to the

separation between the image plane and the related object. Monocular depth gives infor-

mation related to the depth and distance, and Monocular Depth Estimation (MDE) is

the task of approximating the scene depth using a one image [4]. Image segmentation is

the method of partitioning an image into various segments that can be used for locating

objects and boundaries [5]. A RGBD image is considered as a amalgamation of an RGB

image and its equivalent depth image [6].

Depth information is vital to many problems, and it is involved in the tasks like

robotics, mapping, localization, obstacle avoidance, autonomous navigation, and com-

puter vision [7]. The datasets of RGBD images are usually collected using depth sensors,

monocular cameras, and LiDAR scanners. All the hardware required for the above are

expensive and the data curation is also time consuming job. The well known datasets

for monocular 3D object detection are Context-Aware MixEd ReAlity (CAMERA),

Objectron, Kitty3D, Cityscape3D, Synthia, etc., and these datasets have limitations like

indoor-only images, a small number of training examples, and sparse sampling. Some of

the most frequently used RGBD datasets are the Kitti [8], the Synthia [2], the Make3D

[9], and the NYU [10].

The dataset Kiiti [8] was gathered with the help of a vehicle outfitted with a sparse

Velodyne LiDAR scanner (VLP-64) and RGB cameras, and it portrays street scenes

in and around the place Karlsruhe, Germany. The primary application of this dataset

involves perception tasks in the context of autonomous driving. Synthia [2] is a street

scene dataset with depth maps of synthetic data, needing domain adaptation to apply to

real world backgrounds. Cityscapes [11] provides a dataset of street scenes, although

with more diversity than the images of Kitti. Sintel [12] is one more artificial dataset

that mostly includes outdoor scenes. The dataset Megadepth [3] is an extensive set of

outdoor images collected from the internet with depth maps reconstructed using structure

from the motion techniques. But this dataset lacks ground truth depth and scale. The

RedWeb [13] dataset provides depth maps produced from stereo images, which are

freely available on large-scale data platforms such as Flickr. The datasets MegaDepth

and RedWeb can be effortlessly computed with the existing MVS methods. The dataset

Make3D [9] provides the RGB and depth information for outdoor scenes. The NYUv2

[10] dataset is widely used for MDE in the indoor environments. The data was collected

using a Kinect RGBD camera, which provides sparse and noisy depth images.

Most of the existing datasets consist of indoor images or outdoor images of city

streets. For every specific application, like detecting animals roaming on roads for self-

driving or assisted-driving cars, or people inside a room for autonomous room cleaners,

etc., researchers need to curate specific datasets to train relevant deep learning models.

This paper proposes a technique to come up with a custom dataset by using existing

2 Curated Dataset for Cattle on Road: https://www.kaggle.com/datasets/bsridevi/modes-dataset-

of-stray-animals.

https://www.kaggle.com/datasets/bsridevi/modes-dataset-of-stray-animals
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accurate depth predictor models, like High Quality MDE via Transfer Learning (nyu.h5)

[14], making the task of curating a dataset extremely simple and cost-effective.

3 Method

The curated dataset must have following objectives:

1. It should always include the foreground object.

2. It should drive deep learning models that generalize well.

3. It should provide accurate dense depth maps in line with SOTA models.

4. It should provide accurate foreground mask.

5. It should be able to generate the data online during training phase dynamically.

3.1 Data Acquisition

The first step to curating data is to determine the target application scenario and, thus,

the foreground object(s) and representative background context. At the same time, the

dataset must have sufficient variability to include the majority of the types and views

that the trained deep network model may see when deployed.

Fig. 2. Scene and Foreground object images

We propose to download or take an RGB image of n foreground object(s) and m

background images (we used n = m = 100), balancing the types and views. For example,

for the MODES dataset, we chose several cow, bull, and calf types, individual or in group,

sitting, standing, or walking, and from various angles. Similarly for backgrounds, we

chose backgrounds of streets, storefronts, main roads, highways, markets, railway tracks,

landscapes, garbage piles, etc. PNG images with transparency are readily available on

the internet for almost any desired foreground object. Such images will easily allow one

to generate a foreground mask from non-transparent pixels. If not, tools like GIMP [15]

combined with deep learning foreground extractors3 can help generate the required PNG

foreground images. Figure 2 shows a few of the sample scene and foreground images

used for the creation of this dataset.

3 https://www.remove.bg/ uses a combination of Image based techniques and DNN to separate

foreground from background.

https://www.remove.bg/
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3.2 Multiplexing and Depth Generation

This step is to place each foreground object several times on the background images,

generating an fg-bg image, and The foreground mask corresponds to the placement

and scale of the foreground. Depth is computed from the fg-bg image via the model

proposed by Ibraheem Alhashim et al. in their paper titled “High Quality MDE via

Transfer Learning” [14]. The implementation of the paper is available at git4. Because

this model requires 448 × 448 size images as input, we resize all background images to

this size while maintaining their aspect ratio.

Fig. 3. Three image sets resulted from the algorithm used. (top) A scene image on which a

foreground object is positioned at random location with random scale, (middle) respective mask

for the foreground, and (bottom) calculated depth by using a model.

The data generation process is completely online and produces one batch of images

for training a deep model. By randomly repeating one foreground object k times at

varied locations and scales for each background image and repeating another k times

with a horizontally flipped version of the same foreground, one can generate 2kmn fg-bg

4 Source code for Depth Estimation model: https://github.com/ialhashim/DenseDepth/blob/mas

ter/DenseDepth.ipynb.

https://github.com/ialhashim/DenseDepth/blob/master/DenseDepth.ipynb
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images. In addition, a random crop from the background image instead of a fixed initial

crop from the source image can add more variability to the input. For k = 20 and n = m

= 100, this becomes 400,000 fg-bg images. Algorithm 1 describes the data generation

process. Figure 3 shows a set of sample images generated by using the Algorithm 1.

4 Experimental Analysis

In this section, we provide a baseline for MDE and foreground segmentation on the

generated MODES depth images dataset. CNNs are progressive in exploring structural

features and spatial image formation. To come up with a baseline, we started training

simple CNN, ResNet, and Unet + +. The advanced models for image segmentation are

variations of U-Net and convolutional neural networks [16]. Long skip connections are

utilized to skip the features from the diminishing path to the escalating path in order to

recover the compressed spatial information lost during downsampling [17]. Short skip

connections can be used to build deep FCNs.

4.1 Model

By using both the long and short skip connections, we proposed a light-weight model

following the U-Net architecture with two decoder networks meant for foreground mask

prediction and depth prediction. The architecture of the model is shown in Fig. 4. The

total number of parameters in this model is 5,525,568 including both decoders.

The encoder part of the network is comprised of four downsampling units. Every

downsampling unit compresses the input scene image with the help of a series of convo-

lutional operations. In our implementation, the source image of size 128 × 128, changed

into 64 × 64 → 32 × 32 → 16 × 16 → 8 × 8. This model has a DepthDecoder and

a MaskDecoder, and each of them is comprised of four upsampling units. Atrous and

transposed convolution operations are used to expand the compressed source image.The

encoder outcome 8 × 8 is expanded into 16 × 16 → 32 × 32 → 64 × 64 → 128 × 128.

As shown in model architecture Fig. 4, the outcomes of encoder downsampling units

were added to the outcomes of decoder upsampling units.

We have trained this model on the entire MODES dataset from scratch with a train-

test-split of 70–30%. During training, the network is trained with a batch-size of 64

for 10 epochs using the SGD optimizer [18]. Every epoch took one hour of time on

the GPU because of the huge training data. We have used the OneCycleLR scheduler

[19] with a maximum learning rate of 0.1. This made the initial learning rate 0.0099.

The Deep Convolutional Neural Networks encoder is fed with an image (128 × 128),

and the first decoder outputs a mask image and the second decoder outputs a depth

image. To reduce overfitting [20], and achieve generalization, this work employed the

augmentation techniques of Random Rotation, Random Grayscale, Color Jitter, random

horizontal flips and random channel swaps.
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Fig. 4. Network Architecture.

4.2 Loss Function

Deciding a universal loss function is not possible for complex objectives like foreground

segmentation and depth prediction. Based on the survey [21], we have picked L1-loss and

SSIM (Structural Similarity Index) loss [22]. Their work also suggested using a penalty

term, which helps the network focus on hard-to-segment boundary regions. The loss is

calculated with the help of L1 and SSIM at both decoders and employs regularization

for the weight penalty.

For training our network with two decoders, we defined the same loss function L for

depth and mask prediction, between y and y
∧

, as the weighted sum of two loss function

values.

L
(

y, y
∧

)

= λLterm1

(

y, y
∧

)

+ (1 − λ)Lterm2

(

y, y
∧

)

The first loss term, Lterm1

(

y, y
∧

)

, is the point-wise L1-loss defined on the predictions

of the Mask Decoder and Depth Decoder units of the network.

Lterm1

(

y, y
∧

)

=
1

n

n
∑

x=1

∣

∣yi − yi

∧

∣

∣

The second loss term Lterm2

(

y, y
∧

)

uses a commonly used metric for image recon-

struction tasks, i.e., SSIM. This metric was used by many recent depth prediction CNNs.

The loss term is redefined as shown in equation as SSIM has an upper bound of one.

Lterm2

(

y, y
∧
)

=
1 − SSIM

(

y, y
∧

)

2
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Different weight parameters λ were tried and we have ended with a value λ = 0.84.

The final loss function is as follows.

L
(

y, y
∧

)

= 0.84 ∗ Lterm1

(

y, y
∧

)

+ 0.16 ∗ Lterm2

(

y, y
∧

)

4.3 Evaluation

To quantitatively measure the efficiency of the proposed model on the MODES dataset,

we used seven methods employed in prior work [9]. The error metrics are Absolute

Relative Difference, Squared Relative Error, Root Mean Square Error (RMSE), log-

RMSE, and Threshold accuracy. The employed metrics are defined as follows.

AbsoluteRelativeDifference =
1

|D|

∑

yp∈D

∣

∣yp − yp

∧

∣

∣

yp

SquaredRelativeError =
1

|D|
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yp∈D

‖yp − yp

∧

‖
2

yp

RootMeanSquaredError =

√

√

√

√

1
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‖yp − yp

∧

‖
2

log − RMSE =

√

√

√

√

1

|D|
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‖log(yp) − log(yp
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Thresholdaccuracy(δt) =
1

|D|
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∣

∣
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yp
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∧ ,
yp

∧
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< 1.25t

}∣

∣

∣

∣

× 100%

where yp and yp

∧

are pixels in the depth image y and predicted image y
∧

respectively, D

represents set of pixels in the predicted image. δt represents the threshold accuracy.

4.4 Results

The model was trained on the entire dataset and obtained significant accuracy with

minimal loss. The qualitative performance of the model is depicted through Figs. 5

and 6. The outcome of the model on the validation dataset is shown in Fig. 5. And the

unseen data is shown in Fig. 6. The unseen data fed to the model is an actual image, not

one that has been curated, as in QuMaDe, where foreground is placed on background.

The obtained depths and foreground masks show that the model generalised well. Few

exceptions, like the spots on the cow and the two calves not having very good detection,

indicate the non-presence of such examples in the training set. However, it should be

straightforward to introduce a few more examples to make the application more robust.

The Quantitative performance of the model on MODES is presented in the Table 1. They

are on par with performance of the models trained on manually annotated data.
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Fig. 5. Foreground mask and depth inference on validation data

Fig. 6. Foreground mask and depth inference on real life unseen data.

Table 1. Performance metrics of the proposed model on MODES dataset.

Metric Value

Absolute Relative Difference 0.138

Squared Relative Error 0.499

RMSE 0.059

Log-RMSE 0.818

Threshold(δ) < 1.25 0.790

Threshold(δ) < 1.252 0.955

Threshold(δ) < 1.253 0.990

5 Conclusion

We presented a novel approach to generate a robust large dataset for depth and foreground

mask estimation, where the dataset creation cost is kept low by intelligently multiplexing

few foreground objects and high-quality scene images collected from the Internet. We

demonstrated the use of generated data to predict depth and mask for cattle on road.
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The light-weight baseline model presented, generalizes well to real life unseen data. We

also demonstrate successful use of State-of-the-art models like Dense Depth to generate

depth images for the curated foreground-background combined images. In addition, we

release the 400K multiplexed images, depth, and masks in MODES data for public use.
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Abstract. This research paper assesses fine-acquired air quality, which are three

various subjects in metropolitan air enlistment. The reactions for these subjects can

furnish fundamental data to support with coursing contamination control and, like

this, make phenomenal social and specific effects. Latest work manages the three

issues independently by various models. One model, Deep Air Learning, the study

suggests a fantastic and all-encompassing way to handle the three challenges. The

foundation of the DAL philosophy is the integration of semi-controlled learning

and highlight choice into multiple tiers of the massive learning affiliation. The

suggested approach uses knowledge about unlabelled spatio-transient data to work

on the presentation of development and measurement, and it conducts choice and

association assessment to uncover the typical big highlights to the arrangement

of the air quality. We measure our methods through thorough audits based on

reliable information sources located in Beijing, China. Evaluations reveal that

DAL outperforms its partner models in terms of resolving issues with expansion,

gauge, and component assessment of fine-grained air quality.

Keywords: Air Quality · Metropolitan · Various Models · Deep Air Learning ·

Forecast

1 Introduction

The development, supposition, and feature examination of precisely measured wind

quality are three critical areas that require consideration in the field of urban air register-

ing [1–3]. An effective defense tackles the issue of the city’s uneven distribution of scarce

air-quality measuring base stations; a precise forecast offers vital information to stop

people from being harmed by wind pollution; and a reasonable component examination

identifies the critical elements that determine the range of air quality [4, 5]. “When in

doubt, the responses for these subjects can isolate incredibly accommodating informa-

tion to assist with circulating tainting control, and consequently make exceptional social

and specific effects [6, 7]. Regardless, there exist a couple of troubles for metropolitan

wind figuring as the associated data have few exceptional qualities [8]. Whenever there

are a smaller number of wind quality measuring stations in a city it is because of huge cost

of made and staying aware of like a station, so it is sometimes costly to conduct checked

planning tests when checking fine obtained air quality[9]. Secondly, the identified data

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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of the stations that monitor the air quality are fragmented, and there are various missing

signs in the recorded data for particular time periods for specific stations [10]. The air

quality screen devices are connected to the legitimization of the missing names. Overall,

every station only has one screen device that needs to be observed at distances; as a result,

there won’t be any output for the station when the apparatus is being observed, calibrated,

or experiencing a specific problem[11–13].Thirdly, these city-related air data are varied

for the improvement of data throughput. Whatever the case, everything is available to

identify the primary cause of the appearing and spread of wind pollution, particularly

the pollution of PM 2.5 [14–16]. It is therefore difficult to determine what types of data

are the vital components for addition and assumption, as well as the essential parts for

environment section to Overcome and regulate air pollution.

1.1 Objective

Objective of this thesis is to a general and effective approach to solve the three problems in

one model called the Deep Air Learning (DAL). The main idea of DAL lies in embedding

feature selection and semi-supervised learning in different layers of the deep learning

network.

The literature review details are found in Sect. 2 of this paper, the approach’s details

are found. The findings are presented in Sect. 3, followed by a summary of the findings

in Sect. 4, and a conclusion in Sect. 5.

2 Related Work

Based on extensive literature survey related to Fine-grained Air Quality with Deep Air

Learning has been taken into consideration in this section.

Zhiwen Hu et al. [17] (2019) suggest the development, implementation, and enhance-

ment of their own air quality detection system, which provides a continuous and accurate

atmosphere quality guide for the observed area. Four layers of engineering are put up

for the framework plan: an energy-efficient detecting layer, a highly reliable transmis-

sion layer, a fully highlighted handling layer, and an easily understandable show layer.

They have been implementing this system at Peking University (PKU) for a considerable

amount of time, and they have collected more than 100,000 information values from 30

devices as part of the execution. Our grounds’ landscape is thought to be sufficiently

complex to address the common urban area of a huge, bright metropolis because it fully

incorporates tall structures, green spaces, and vehicular pathways.

Qi Zhang et al. (2020) [18] suggested a demanding research area would be the spa-

tially precise estimate of wind pollution. The approaches indicated were only preapred

for fine-grained wind pollution prediction for the sites (grids) where monitoring sys-

tems had provided air pollution data, and they were unable to anticipate places (grids)

where monitoring stations were not accessible. One solution to this problem is to use

transportable ancillary sensors.

In [19], the authors conducted 3D air quality monitoring using an ELM-based neural

network to analyze the data. Although the infrastructure deployment could be very expen-

sive, these methodologies had produced some excellent outcomes for geographically

fine-grained wind pollution assessment.
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Zhiwen Hu. et al. (2019) [20] use the data acquired by their own framework to

represent the estimation error and the induction error in their study. By carefully arrang-

ing the force control and area determination procedures, by combining continuous and

fine-grained air quality recommendations, we can hopefully lower their joint inaccuracy.

The force control problem is approached using a method that relies. By using k-implies

bunching for introduction and the hereditary calculation for development, the area deter-

mination problem is solved. The two arrangements accomplish good imperfect results,

and the blend of them shows a huge prevalence over lessen the normal joint blunder.

Jingchang Huang et al. (2018) [21] A growing number of city dwellers, particu-

larly those who reside in the vast urban networks that are destroyed by air pollution,

should consider the significance of air quality to their success. The air quality infor-

mation is also limited by the additional sense centres, which prompt real requests for

considerable standard air quality data gathering. In this study, the authors propose the

use of freely supported cars in cities as intrinsic sensors to provide constant and well-

sourced air quality data, which essentially increases the plausibility and applicability

of the recognition system. When a car’s windows are open, the conventional wisdom

regarding this work is prompted by the idea that the obsession with air section inside a

car is essentially the same as its surrounding environment. Since the obsession design is

converged after opening the windows, this paper first develops a skillful estimation to

recognise the vehicular wind exchange state, then isolates the intermingling of defile-

ment under that circumstance, and finally denotes the distinguished concurrent worth

as a similar air quality level of the including climate. A lavishly displayed city-level air

quality aid may be exhibited once progressive wind quality data streams from around the

city have been collected and processed in their server ranch using their IoT cloud stage.

Evaluations of the computation’s display in comparison to the actual data demonstrate

the utility of the suggested structure for gathering air quality data under urban situations.

Yuzhe Yang et al. (2019) [22] describes the development of AQNet, a framework

for an ethereal ground. They provide the PM 2.5 map via a website-based GUI for

constant analysis to ease consumer inquiries. Peking University has acknowledged and

sent AQNet nearby, and it is adaptable and energy-compelling to be opened out to larger

and more generous districts.

3 Methodology

3.1 Proposed System

We cultivate a general and amazing procedure assembled DAL to tie the addition,

assumption, incorporate decision and assessment into a single model of fine-grained

air quality. “We suggest a clever method for performing feature assurance in the neural

association’s data layer, whose headway is manageable and implementation is success-

ful in identifying the key features. The suggested decision and assessment incorporation

approach can reveal some of the inner workings of the disclosed important implications

models. To accomplish spatio-transient semi-oversaw learning in the neural association,

we make use of the quality of the spatio-transitory information as well as the information

present in the unlabeled data sample. The DAL model appears to work well in connection



250 J. Srivastava et al.

with the companion strategies in the composition, according to extensive evaluations on

reliable datasets.”

3.2 Proposed System Process Flow

1. Input design is the process of converting a user-oriented description of the input

into a computer-based system. This design is important to avoid errors in the data

input process and show the correct direction to the management for getting correct

information from the computerized system.

2. It is achieved by creating user friendly screens for the data entry to handle large

volume of data. The goal of designing input is to make data entry easier and to be

free from errors. The data entry screen is designed in such a way that all the data

manipulates can be performed. It also provides record viewing facilities.

3. When the data is entered it will check for its validity. Data can be entered with the

help of screens. Appropriate messages are provided as when needed so that the user

will not be in maize of instant (Fig. 1).

Fig. 1. Admin Flow Diagram
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A. Deep Air Learning

We proposed a theory known as “Deep Air Learning,” in which attribute decision

and spatio-short-lived semi-supervised learning are separately integrated in the data

layer and the yield layer of the substantial learning network (DAL). For spatial and

transient estimation, there is a substantial number of unlabelled data that can be used

to pretrain the significant model. [3].

B. Air quality data

According to 35 ground-based air quality screen sites, we compile trustworthy cen-

tralization of six various types of air pollutants [23]. There are many frameworks that

employ information mining to the creation, measurement, and element assessment of

air pollution control. It investigates spatio-common inclusion methods for employing

air tainting analysis as a development tool. By using a co-planning-based approach,

it infers the changing and precise air quality information throughout a city.

C. Feature Selection

In various tiers of the substantial learning connection, feature decision and spatio-

brief semi-oversaw adjustment were done simultaneously. To address the two topics,

we employ a various yield classifier, considering that both the subjects of expansion

and assumption are request issues with diverse yields [24]. In this work, present a

new substantial learning network such as a novel yield model that uses information

identifying with the unlabelled spatio-common information not only to achieve the

justification for inclusion but also to erode the introduction of the supposition. [25]

By incorporating feature assurance into the planned structure and carrying out con-

nection analysis, the fundamental features that are vital to the assortment of the air

quality can also be shown.

D. k-means Clustering Algorithm

Signal processing is the initial step in data mining’s pack analysis, which uses the

well-known vector quantization approach K-implies grouping. As a result, Voronoi

cells are created within the data space. Even though the task is computationally

difficult (NP-hard), practical heuristic estimations are commonly used and easily

reach a local ideal. Both k-infers and Gaussian combination depictions use an iterative

refinement method, which is equivalent to the assumption intensification computation

for mixes of Gaussian dispersals. Both use cluster centres to present the data, however

k-infers clustering will find clusters of similar spatial degree, whereas the assumption

helps framework lets clusters have different shapes. [26] The computation employs a

well-known AI method for requests that are frequently confused with k-suggests due

to the name’s k. It is in a free association with the classifier for k-nearest neighbors.

On the pack locations acquired by k-expects, one can use the 1-nearest neighbour

classifier to integrate new data into the current groups. The Rocchio computation or

nearest centroid classifier is used for this.

E. Image Processing Techniques

The main purpose of image handling implies automated image planning, i.e., elimi-

nating any turbulence and irregularities from an image utilizing a powerful computer.

The disturbance or irregularity could creep into the image as it changes, moves, etc.

[27]. The prospective force gains off are generally restricted, discrete sums, we say

that an image is automated. A certain number of components, each with a predeter-

mined place and value, must be assembled to create a mechanised image. The terms
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pixels, pels, picture pieces, and picture parts are used to describe these elements.

Pixel is the term used most frequently to define the elements of an automated image.

4 Results

Stn_code Sampling Data State Location Agency Type SO2 NO2 RSPM SPM LMS PM25 Date

150 February-M021990 Andhra

Pradesh

Hyderabad NA Residential,

Rural and

other Areas

4.8 17.4 NA NA NA NA 2/1/1990

151 February-M021990 Andhra

Pradesh

Hyderabad NA Industrial

Area

3.1 7 NA NA NA NA 2/1/1990

152 February-M021990 Andhra

Pradesh

Hyderabad NA Residential,

Rural and

other Areas

6.2 28.5 NA NA NA NA 2/1/1990

150 March-M031990 Andhra

Pradesh

Hyderabad NA Residential,

Rural and

other Areas

6.3 14.7 NA NA NA NA 3/1/1990

Component affirmation and assessment’s main objectives are to understand how different

data features relate to theories underlying neural associations, identify the components

that are pertinent to the various types of air quality, and present research evidence in

support of the neutralization and control of air tainting rather than to increase the accuracy

of the figure. Most previous feature assurance techniques similarly reduced the gauge

precision in varied uses. Our suggested model is flexible, though: when the internet-

based structure requires high precision, the part assurance objectives can be dropped;

when it’s necessary to understand how the framework makes an assumption, contributing

the component decision and assessment to the primary estimate technique reveals some

internal configuration of the black box. Table 1: Shows the data set (Figs. 2 and 3).

Fig. 2. AQI Variation year wise
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Fig. 3. Yearly Variations

5 Conclusion

The answers to these questions can provide vital information to aid in the control of

broadcast defilement and have a profound social and local impact. The majority of

present-day projects freely address the three challenges by creating various models. In

this research, we support DAL, a comprehensive and practical method that integrates

fine-grained air quality monitoring and decision-making into a single model. In order

to handle the presentation of expansion and figure, we apply the typical ascribes of

the spatio-common data that are collected along with the unlabeled data using spatio-

transient semi-supervised learning to the output layers of neural association. Alliance

analysis, and with feature assurance, finds the connection between different data aspects

and the assumptions underlying brain relationships. In a similar vein, we suggest a

brilliant technique for remember decision-making for the neural association’s data layer,

whose upgrading isn’t difficult to address, and execution works well in eliminating the

repetitive or superfluous aspects.
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Abstract. Detecting early stage melanoma skin cancer is a challenging and crit-

ical task in the fields of medical imaging and computer vision. In recent years,

machine learning and image processing techniques have been widely adopted

to enhance the accuracy and efficiency of melanoma skin cancer detection. One

common method is to utilize convolutional neural networks (CNNs) to classify

skin lesions as benign or malignant. The CNN is trained on a vast dataset of skin

lesion images, and it learns to identify the distinctive characteristics of melanoma

skin cancer. This trained model can classify new skin lesion images and aid in

early stage melanoma skin cancer detection. Another approach is to use image

processing techniques such as color and texture analysis to extract features from

skin lesion images. These features can be used to classify the lesions as benign

or malignant using traditional machine learning algorithms or deep learning mod-

els. The combination of machine learning and image processing techniques has

demonstrated potential in the early stage melanoma skin cancer detection problem,

and research continues in this area to enhance the accuracy and efficiency of these

techniques. In a particular study, the authors evaluated several machine learning

models such as Logistic Regression, Random Forest, Decision Tree, and Sup-

port Vector Machine to identify the most appropriate algorithm with accuracy for

detecting early-stage melanoma skin cancer using sample input image datasets.

They collected dermoscopy image data, preprocessed it, and classified it using

logistic regression. The authors applied the above machine learning algorithms to

the collected image database and achieved the best accuracy score of 0.96 with

logistic regression.

Keywords: Melanoma Skin Cancer · Logistic Regression · Decision Tree ·

SVM · Accuracy score · Dermoscopy image data · Preprocessing

1 Introduction

Melanoma is a type of skin cancer that originates from melanocytes, which are skin cells

that produce melanin, the pigment responsible for skin, hair, and eye color. This cancer

can develop anywhere on the body but is most commonly observed in sun-exposed
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areas such as the face, arms, back, and legs. Some of the risk factors associated with

melanoma are a family history of the disease, a history of sunburn, the presence of a

large number of moles, and fair skin. Additionally, individuals with weakened immune

systems, such as organ transplant recipients, have a higher likelihood of developing

melanoma [1]. Diagnosis of melanoma is typically made through a biopsy of the affected

skin. A biopsy involves removing a small portion of the affected skin and examining

it under a microscope to determine if the cells are cancerous. In some cases, a full-

body skin exam may be performed to check for any other suspicious moles or spots.

Treatment for melanoma typically involves surgical removal of the affected skin and

some surrounding tissue [2]. In more advanced cases, additional treatments such as

radiation therapy, chemotherapy, or immunotherapy may be necessary.

Prevention of melanoma involves protecting the skin from sun exposure. This can be

achieved by wearing protective clothing, using a sunscreen with a high SPF, and avoiding

outdoor activities during peak sun hours. Regular self-exams and dermatologist exams

can also help to catch melanoma early, when it is most treatable. It is a serious form of skin

cancer that can have devastating effects if not caught and treated early. By taking steps

to protect the skin from sun exposure and having regular skin exams, people can reduce

their risk of developing melanoma and increase their chances of successful treatment [3].

The main rationale of this work is to identify the best suit algorithm with the comparative

study of machine learning algorithms to work on the melanoma cancer image dataset to

identify the stages of the cancer by applying the same. This helps to prevent the fatality

rate and avoid the chance of affecting the other organs of the body by consulting the

appropriate oncologist after early detection of the disease. Melanoma skin cancer is the

most dangerous form of skin cancer among the other types of skin cancer. Because it’s

much more likely to spread to other parts of the body if not diagnosed and treated early.

Identification of dark spots as cancer symptoms is much more difficult to people until it

goes to final stage. So we are building a machine learning model using logistic regression

to identify whether the skin cancer is benign or malignant. If it is Malignant we should

consult doctor immediately for the treatment [4].

In the recent 3 decades Melanoma incidence rates have been increasingly high,

though most people diagnosed with skin cancer have higher chances to cure, Melanoma

survival rates are lower than non-Melanoma skin cancer. Melanoma skin cancer (MSC)

can occur on any skin surface, and its incidence has continued to rise over the past two

decades in many regions of the world. In men, it’s often found on the skin on the head,

on the neck, or between the shoulders and the hips while, in women, it’s often found on

the skin on the lower legs or between the shoulders and the hips, Melanoma can spread

to parts of your body far away from where the cancer started.This is called advanced,

metastatic, or stage IV melanoma. It can move to your lungs, liver, brain, bones, digestive

system, and lymph nodes [5].

In fact, other types of skin cancers rarely spread from outside of the surface of the

skin and the ability of the melanoma to metastasize makes it the most deadly in a stage

one melanoma has a cure rate of about 95%. Hence, if it is detected in an early stage

that’s great for the patents, it may something that is that is still in the skin but has not

spread to the lymph nodes or the rest of the body that still has a pretty high chance of

cure of catching it early somewhere in the range of 78 to 80 percent chance of cure.
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A stage three melanoma is when the melanoma has escaped from the skin and gone

to the lymph nodes and this stage will be divided as A B and C depending on how many

lymph nodes are involved and the cure rate there drops all the way down as low as 20%

if many lymph nodes are involved and as high as 60 to 70% if only one lymph node is

involved. A stage four melanoma is a melanoma that has left the lymph nodes and gone

to two distant parts of the body and there the survival is much less the overall average

median survival.

In order to assess suspiciousness of skin pigmented lesions from wide field images,

one need to check with how exactly do dermatologists do their assessment of suspicious-

ness in pigmented skin lesions today? There is a scope for this detection by the feature

extraction process but it’s one that is very rarely done at the single lesion level. Rather,

a dermatologist would take all of the extracted features from all the pigmented lesions

in the body of a patient, and then make determinations about which ones are the most

dissimilar to others in order to pinpoint to the ones that need to be evaluated with much

more detail [6]. The envision this type of technology to be used in the clinic by putting

these architectures inside edge devices that can be placed for example in a primary care

office. So that at the time of the consultation a full analysis of all the skin visible regions

of a patient could be evaluated in order to pinpoint to the suspicious pigment lesions that

may need further exploration or a referral.

So finally, what are the remaining obstacles and barriers that we see for the utilization

of these types of technologies for widespread clinical use? Well, first, the advent of larger,

higher quality data sets for example, that have high representation of skin color, higher

spread of imaging devices, lighting conditions and environmental conditions. That’s

always something that is going to help this type of systems move forward into actual

clinical use [7].

2 Analysis

There has been a significant amount of research and work done in the field of melanoma

cancer over the years, but despite these efforts, it has not yet been fully solved. Here are

a few reasons why:

Complexity of the Disease. Melanoma is a complex disease that is influenced by a variety

of factors including genetics, sun exposure, and immune system function. Understanding

the interplay between these factors and how they contribute to the development and

progression of melanoma has been a challenge for researchers [8].

Heterogeneity of Melanoma. Melanoma is a highly heterogeneous disease, meaning

that different melanoma tumors can have different genetic mutations, growth patterns,

and responses to treatment. This variability makes it difficult to develop treatments that

are effective for all patients [9].

Lack of Early Detection Methods. Melanoma can be difficult to detect in its early stages,

which is when it is most treatable. The development of effective screening and early

detection methods remains a challenge for researchers [10].
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Resistance to Treatment. Even with current treatments, some patients may develop

resistance and their melanoma may continue to grow and spread. Understanding the

mechanisms behind treatment resistance and developing strategies to overcome it is an

ongoing area of research [11].

Despite these challenges, researchers are making progress in the field of melanoma

and there have been significant advances in recent years. The development of new treat-

ments such as immunotherapy and targeted therapy has shown promising results, and

ongoing research is exploring new ways to improve treatment outcomes for patients

[12].

From the existing work in the field of melanoma, we have gained a deeper

understanding of:

The Biology of Melanoma. Researchers have made significant progress in understanding

the genetic mutations and cellular pathways involved in the development and progression

of melanoma. This knowledge has helped to inform the development of new treatments

[13].

The Role of the Immune System. Recent research has shown that the immune sys-

tem plays a critical role in fighting melanoma, and that certain treatments such as

immunotherapy can harness the power of the immune system to help fight the disease

[14].

The Importance of Early Detection. Research has emphasized the importance of early

detection in the successful treatment of melanoma. Early detection and intervention can

increase the chances of successful treatment and reduce the risk of progression to more

advanced stages of the disease [15].

The Need for Personalized Treatment. The heterogeneity of melanoma has highlighted

the need for personalized treatments that are tailored to the unique characteristics of each

individual’s tumor. This has led to the development of new approaches such as precision

medicine and targeted therapy [16].

Melanoma is a type of skin cancer that can be aggressive and spread to other parts

of the body if not detected and treated early.

Common Signs of Melanoma. New or changing moles: The appearance of a new mole

or a change in an existing mole can be a sign of melanoma. A suspicious mole may be

asymmetrical, have irregular borders, be more than one color, be larger than the size of

a pencil eraser, or have a diameter larger than 6 mm [17].

The existing work in the field of melanoma has helped to advance our understanding

of the disease and has led to the development of new treatments and approaches to care.

Despite these advances, there is still much work to be done to fully understand the disease

and develop effective treatments for all patients.

3 Related Work

The existing work in the field of melanoma has made significant contributions to

our understanding of the disease, leading to the development of new treatments and

approaches to care. The understanding of the genetic mutations and cellular pathways
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involved in the development and progression of melanoma has helped to inform the

development of new treatments such as immunotherapy and targeted therapy.

In addition, the recognition of the importance of early detection and the need for

personalized treatments has led to an increased focus on developing effective screening

methods and tailored treatments for individual patients.

However, despite these advances, there is still much work to be done. Melanoma is a

complex and heterogeneous disease, and many challenges remain in fully understanding

the disease and developing effective treatments for all patients. The development of more

effective treatments and the improvement of early detection methods are ongoing areas

of research in the field of melanoma.

ABCDE Strategy.

3.1 A-B-C-D-E

According to the author [18], the acronym A-B-C-D-E is a useful way to remember the

signs of a potentially suspicious mole. The letters stand for Asymmetry, Border Irreg-

ularity, Color, Diameter, and Evolution, respectively. Melanoma can present as a dark

or black mole, but it may also have other colors such as pink, red, or white. Addition-

ally, a sore or mole that does not heal or that bleeds easily can also be an indication of

melanoma. Uneven color: Melanoma can appear as a mole with uneven color or with

multiple shades of brown, tan, or black. It’s important to note that not all moles that

display these signs are melanoma, but it’s always best to have any suspicious moles

evaluated by a doctor. Early detection is key to successful treatment, so it’s important to

be aware of any changes in your skin and to have any suspicious moles evaluated by a

doctor.

Asymmetry: A stands for asymmetry if you draw a line through the middle of this

benign mole shown here the two sides will match meaning it is symmetrical if you

draw a line through this mole shown here the two halves will not match meaning it is

asymmetrical in warning sign for melanoma. Check if the mole is symmetrical. If you

draw a line through the center of the mole, the two halves should look the same. If they

don’t, it may be a sign of melanoma.

Border: B stands for border irregularity a benign mole generally has smooth and even

borders as shown here the borders of a melanoma as shown here may be uneven with

scalloped notched or trailing edges. Look for moles with irregular, scalloped, or poorly

defined borders. Moles with jagged or blurred borders are more likely to be melanoma.

Color: C stands for color variations most benign moles have one or two evenly dis-

tributed colors having a variety of colors including brown black white red and rose blue

may be a feature of melanoma. Check for moles that are more than one color or have

shades of brown, black, or other colors. Melanoma can appear as a mole with uneven

color or with multiple shades of brown, tan, or black.

Diameter: D stands for diameter greater than half a centimeter although melanomas

may be larger in diameter than the eraser head on your pencil they may sometimes be

smaller when first detected the last letter. Check for moles that are larger than 6 mm
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in diameter, roughly the size of a pencil eraser. While melanoma can be smaller, moles

larger than 6 mm are more likely to be melanoma.

Evolutions: E stands or evolutions in most cases benign moles are stable over time be

on alert when a mole starts to evolve or change in any way when a mole is evolving

see a doctor any change in size shape color texture elevation or any new symptom such

as bleeding itching or scattering may be a sign of malignancy. Keep an eye out for any

changes in a mole over time, such as growth, color changes, or the development of new

symptoms. If a mole changes over time, it may be a sign of melanoma (Fig. 1).

Fig. 1. ABCDE approach for detecting the symptoms of melanoma cancer

4 Working Methodology

4.1 Dataset

Authors worked with the dataset images which are provided in DICOM format through

SIIM-ISIC 2020 Challenge Dataset available in Kaggle [19]. This can be accessed using

commonly-available libraries like pydicom, and contains both image and metadata. It is

a commonly used medical imaging data format. Images are also provided in JPEG and

TFRecord format in the respective jpeg and tfrecords directories.

For the implementation purpose the Images in TFRecord format have been resized

to a uniform 1024 × 1024 and the Metadata is also provided outside of the DICOM

format, in CSV files. TFRecord is a data format used in TensorFlow, a popular machine

learning framework, to store and exchange large datasets. The format is designed to be

flexible, scalable, and efficient, making it well-suited for storing large image datasets.

In the TFRecord format, images are stored as binary data. The data can be compressed

using Gzip compression, making it possible to store large datasets efficiently on disk.

Additionally, the data is stored in a sharded format, allowing it to be split into smaller

files that can be processed in parallel, making it possible to work with large datasets

even on modest hardware.
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To use an image dataset stored in the TFRecord format, the data must be read into

TensorFlow and preprocessed before it can be used for training or evaluation. The pre-

processing step typically involves decoding the binary data, transforming the data into

a format that can be used for training, and normalizing the data to ensure that it has a

consistent range and distribution.

The TFRecord format is a popular and efficient format for storing image datasets

in TensorFlow. The format provides a flexible and scalable way to store large datasets,

making it possible to work with large datasets even on modest hardware.

The Table 1 briefs the description of the each column of the data.

Table 1. Description of the each column of the dataset.

Column Description

Img Points to the filename, serves as a unique identifier

pid Serves as a unique identifier for the patient

sex Refers to the sex of the patient

age Approximate age of the patient at the time of imaging

asgc Refers to the location of the imaged site

diag Provides detailed information about the diagnosis

bg_mal Indicates whether the image lesion is benign or malignant

ttgt A binary representation of the target variable

Img Points to the filename, serves as a unique identifier

pid Serves as a unique identifier for the patient

Images were converted into pixelized format as the understandable input for the

proposed machine learning models. How Images were converted into pixelized format

by representing the image as a grid of pixels. Each pixel in the grid is assigned a numerical

value that represents the color and intensity of that pixel in the image. To convert an image

into a pixelized format, the image is first divided into a grid of equally sized squares,

called pixels. The color and intensity of each pixel are then recorded as a numerical

value, typically as an RGB (red, green, blue) value or a grayscale value.

For example, in an RGB image, each pixel is represented by three values: one for

red, one for green, and one for blue. The values are typically stored in an array, with each

row of the array representing a row of pixels in the image and each column representing

a different color channel. In a grayscale image, each pixel is represented by a single

value that represents the intensity of the pixel. The value is typically an 8-bit or 16-bit

integer, with higher values representing brighter pixels and lower values representing

darker pixels.

Converting an image into a pixelized format involves dividing the image into a grid of

pixels and recording the color and intensity of each pixel as a numerical value. To process

images using machine learning algorithms, the binary data needs to be transformed into

a numerical format that can be used as input to a model. This is typically done in



Enhancing Melanoma Skin Cancer Detection 263

the preprocessing step, which involves decoding the data and normalizing it to ensure

a consistent range and distribution. In the case of medical imaging, images are often

stored in the DICOM format, and the pixels can be extracted using the dicom.dmread()

function and the ds.pixel_array attribute.

However, the multidimensional pixel arrays need to be converted into a one-

dimensional format for machine learning algorithms. To do this, the flatten function can

be used, but this can result in arrays of uneven lengths. To address this issue, padding

techniques can be used to add or discard values to make the arrays equal in length.

This approach has also been applied in other areas of image processing, such as face

detection, where combining multiple classifiers can lead to better results, as seen in the

Viola-Jones method.

There are different number of pixels and therefore the generated arrays has uneven

lengths. To overcome the issue, authors used the padding technique that either adds extra

values to the array or discards certain values to make the length of the array equal to the

max length specified (Fig. 2).

Fig. 2. Dataset Conversion in to Model

In this project, a similar method is used effectively to identify face in combination

resulting in better face detection. Similarly, in Viola Jones method, several classifiers

were combined to create stronger classifiers.

5 Results and Discussion

Various machine learning algorithms have been applied to the problem of melanoma

skin cancer detection, and there have been several studies comparing the performance

of different algorithms. Some of the commonly used machine learning algorithms for

melanoma skin cancer detection includes:



264 S. M. Hussain et al.

Convolutional Neural Networks (CNNs): CNNs are a type of deep learning algorithm

that are particularly well suited to image classification tasks. They have been widely used

in recent years for melanoma skin cancer detection, and have been shown to perform

well in comparison to other algorithms [20].

Support Vector Machines (SVMs): SVMs are a type of machine learning algorithm

that can be used for classification and regression problems. They have been applied to

melanoma skin cancer detection by using features extracted from images of skin lesions

as input [21].

Random Forests: Random forests are an ensemble learning method that uses multiple

decision trees to make predictions. They have been applied to melanoma skin cancer

detection by using features extracted from images of skin lesions as input [22].

Naive Bayes: Naive Bayes is a probabilistic machine learning algorithm that is based

on Bayes’ theorem. It has been applied to melanoma skin cancer detection by using

features extracted from images of skin lesions as input.

K-Nearest Neighbors (KNN): KNN is a simple machine learning algorithm that classi-

fies new instances based on the majority class of their k nearest neighbors. It has been

applied to melanoma skin cancer detection by using features extracted from images of

skin lesions as input [24].

Decision Tree: The decision tree is commonly used for its interpretability, as the tree

structure allows for easy visualization of the decision-making process. However, it can

suffer from overfitting if the tree is too complex, and it may not perform well on unseen

data if it is too simplistic [25].

Logistic Regression: It is a statistical method used for binary classification problems,

such as detecting whether a skin lesion is melanoma or not. In the context of melanoma

skin cancer detection, logistic regression can be applied by using features extracted from

images of skin lesions as input.

The performance of these algorithms is varied depending on the dataset used, the

preprocessing applied to the images, and the evaluation metrics used. In general, deep

learning algorithms such as CNNs have shown to perform better than traditional machine

learning algorithms for melanoma skin cancer detection, due to their ability to automat-

ically learn complex features from the images. However, traditional machine learning

algorithms such as SVMs, random forests, and KNN can still perform well in certain

circumstances, and may be a good choice for simple or small datasets [26].

5.1 Implementation of Logistic Regression

The logistic regression model uses a logistic or sigmoid function to transform the output

of a linear equation into a value between 0 and 1. The equation for logistic regression

can be written as:

p = 1/(1 + e∧(−z)) (1)
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where p is the predicted probability of the event occurring, z is the linear equation of the

form:

z = β0 + β1x1 + β2x2 + . . . + βnxn (2)

where β0, β1, β2, … , βn are the coefficients (weights) for the intercept and predictor

variables x1, x2, … , xn, respectively. These coefficients are estimated during the training

phase of the algorithm using a maximum likelihood estimation or other optimization

method.

Once the model has been trained, it can be used to predict the probability of the

event occurring for new input data by computing the value of z and passing it through

the logistic function. If the predicted probability is greater than or equal to a threshold

value (usually 0.5), the event is classified as positive (melanoma), otherwise it is classified

as negative (benign).

The logistic regression model uses a logistic function to model the relationship

between the input features and the binary output (melanoma vs. non-melanoma). The

logistic function outputs a value between 0 and 1, which can be interpreted as the

probability of the skin lesion being melanoma. A threshold is then applied to the output

to make a final prediction of melanoma vs. non-melanoma.

Logistic regression can be a useful tool for melanoma skin cancer detection, espe-

cially in the early stages of a project when the focus is on exploring the relationship

between the input features and the binary output. However, more advanced machine

learning algorithms such as convolutional neural networks (CNNs) and support vec-

tor machines (SVMs) have been shown to perform better for melanoma skin cancer

detection, as they are able to automatically learn complex features from the images [27].

5.2 Procedure

Step 1: The task of collecting a dataset comprised of images depicting both melanoma

skin cancer and normal skin is to be undertaken. (Let D be the dataset of images,

where each image i is labeled as either positive (melanoma skin cancer) or

negative (normal skin). Then, D = {(x_1, y_1), (x_2, y_2), ..., (x_n, y_n)}, where

x_i is the i-th image and y_i is its corresponding label.)

Step 2: The preprocessing of the collected images, which includes actions such as resiz-

ing and converting to a suitable format, is necessary in order to make ready them

for the training of the machine learning algorithm (Let f(x) be the function that

preprocesses the image x, such that it is resized and converted to a suitable for-

mat. Then, the preprocessed dataset can be represented as D′ = {(f(x_1), y_1),

(f(x_2), y_2), ..., (f(x_n), y_n)}.)

Step 3: The splitting of the preprocessed image dataset into separate training and testing

sets is required for the evaluation of the machine learning algorithm’s perfor-

mance (Let D_train and D_test be the training and testing sets, respectively,

obtained by randomly splitting D′ into two non-overlapping subsets).

Step 4: The training of a machine learning algorithm, such as a deep neural network or

logistic regression, using the training set of preprocessed images, is an essential

step in the process of developing a model for detecting melanoma skin cancer
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(Let M be a machine learning algorithm, such as a deep neural network or

logistic regression, that takes an image x as input and outputs its predicted label

y′. Then, the machine learning model can be trained on the training set D_train

using the function M(x; θ ), where θ represents the parameters of the model.).

Step 5: The task of evaluating the performance of the trained machine learning algorithm

on the testing set of preprocessed images is to be carried out (The performance

of the machine learning algorithm on the testing set D_test can be evaluated

using a performance metric such as accuracy, precision, recall, or F1 score. Let

Acc(M, D_test) be the accuracy of the machine learning model M on the testing

set D_test).

Step 6: The optimization of the machine learning algorithm by means of tuning its hyper

parameters, followed by the repetition of steps 4 and 5 until the desired level of

accuracy is achieved, is a necessary step in the process of developing a model for

detecting melanoma skin cancer (The hyperparameters of the machine learning

algorithm can be tuned by optimizing a performance metric on a validation set,

which is a separate subset of the dataset. Let D_val be the validation set, and let

θ ′be the optimized hyperparameters. Then, the machine learning algorithm can

be retrained on the entire preprocessed dataset D′, using the function M(x; θ ′),

and its performance can be evaluated on the testing set using the metric Acc(M,

D_test)).

Step 7: The utilization of the optimized machine learning algorithm for making pre-

dictions on new, unseen images is the final step in the process of developing

a model for detecting melanoma skin cancer. (The optimized machine learning

algorithm M(x; θ ′) can be used to make predictions on new, unseen images. Let

x_new be a new image, and let y_new = M(x_new; θ ′) be its predicted label.)

(Figs. 3 and 4).

Fig. 3. Dicom image format
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Fig. 4. Array for Dicom Image

5.3 Preprocessing Steps for DICOM Image Analysis

Read the image using the dicom.dmread () function and store it in a variable image as

image = dicom.dmread(‘image_file.dcm’).

Display the image using the matplotlib.pyplot.imshow() function as

plt.imshow(image.pixel_array, cmap = plt.cm.bone)

plt.show()

Flatten the pixel array of the image by using the numpy.ravel() function and store it in a

variable flat_pixels as

flat_pixels = np.ravel(image.pixel_array)

Pad the flattened pixel array to make its length a power of 2 by using the numpy.pad()

function and store it in a variable padded_pixels as

padded_length = 2**np.ceil(np.log2(len(flat_pixels)))

padded_pixels = np.pad(flat_pixels, (0, padded_length - len(flat_pixels)))

Models used include, Logistic regression, Random Forest, Decision Tree, Support

Vector Machine machine learning algorithms have been applied to the collected dataset.

Following the application of the specified algorithms, the highest accuracy score was

obtained through the use of logistic regression. A score of 0.96 was achieved for logistic

regression, which is deemed to be an ideal fit for the data.

5.4 Logistic Regression on Dataset

Let y be the binary dependent variable indicating whether the skin cancer is benign (0)

or malignant (1). Let x_1, x_2, … , x_n be the n independent variables representing the

factors that may affect the skin cancer. The logistic regression model can be written as:

P(y = 1| x_1, x_2, . . . , x_n) = 1/ (1 + exp(−z)) (3)

where z is the linear combination of the independent variables:

z = β_0 + β_1x_1 + β_2x_2 + . . . + β_n ∗ x_n (4)

and β_0, β_1, β_2, … , β_n are the coefficients that determine the effect of each

independent variable on the probability of the skin cancer being malignant.

The logistic regression model estimates the probability of the skin cancer being

malignant, given the values of the independent variables. The probability is bounded

between zero and one, and can be converted to a binary prediction by setting a thresh-

old. For example, if the threshold is 0.5, a probability greater than 0.5 is classified as

malignant, while a probability less than or equal to 0.5 is classified as benign.

Therefore, logistic regression was used in this study. Logistic regression is a type

of regression in which predictor variables (independent) can be both quantitative and

scale-dependent, but the dependent variable is a two-level category. These two categories
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are commonly referred to as membership or non-membership. This regression model

is similar to regular regression, with the difference that the method of estimating the

coefficients is not the same and maximizes the probability that an event occurs, instead of

minimizing the error squared (which is done in normal regression). In logistic regression,

a concept called fortune is used for the value of the dependent variable. In the statistical

term fortune, the probability of occurrence of an event (p) is the probability of the

occurrence (1-p) of that event. The main advantage of modeling by logistic regression

method in comparison with multivariate methods such as multiple regression analysis is

that the dependent variable (skin cancer) can have only two values, one is the probability

of occurrence of the cancer and the other is the probability that the cancer is not occurring

(Fig. 5).

Fig. 5. Model Comparison determining the best with over, under and ideal fit

Accuracy score is a metric used in machine learning to evaluate the performance of a

classification model. It is the number of correct predictions made by the model, divided

by the total number of predictions. The resulting score is expressed as a percentage. In

simple terms, accuracy score tells you how many of the predictions made by the model

were correct. For example, if a model makes 100 predictions and 80 of them are correct,

the accuracy score would be 80%.

Accuracy is a useful metric for some problems, but it can be misleading for others.

This is because it does not take into account false positive and false negative predictions.

In some applications, such as medical diagnosis, false negatives (i.e., failing to identify a

condition that is present) are more important to avoid than false positives (i.e., incorrectly

identifying a condition that is not present). In these cases, other metrics such as precision,

recall, and F1 score may be more appropriate to use.

A confusion matrix is a statistical tool that is commonly used to evaluate the per-

formance of a machine learning classification model. It is a table that summarizes the

performance of the model by comparing its predictions against the actual values of a set

of test data. The confusion matrix contains four values: true positives (TP), false pos-

itives (FP), true negatives (TN), and false negatives (FN). The true positives represent
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the number of cases where the model correctly predicted the positive class, while false

positives represent the number of cases where the model predicted the positive class

incorrectly. True negatives represent the number of cases where the model correctly

predicted the negative class, while false negatives represent the number of cases where

the model predicted the negative class incorrectly. The confusion matrix provides a clear

and concise summary of the model’s performance, and can be used to calculate a variety

of metrics such as precision, recall, and F1 score.

The terms TP, FP, TN, and FN refer to the following:

Let’s define the confusion matrix for a binary classification problem with actual

classes Y and predicted classes Ŷ (See Table. 2).

Table 2. Confusion Matrix

Column Description Predicted Negative

True Positive (TP) Number of observations where Y =

1 and Ŷ = 1

Number of observations where Y =

0 and Ŷ = 1

True Negative (TN) Number of observations where Y =

0 and Ŷ = 0

Number of observations where Y =

1 and Ŷ = 0

The entries of the confusion matrix can be used to calculate various performance

metrics of the classification model, such as accuracy, precision, recall, F1 score, etc.

The confusion matrix can be used to calculate other evaluation metrics such as

precision, recall, and F1 score, which provide a more complete picture of the model’s

performance. With the results images were predicted as in Fig. 6 and 7.

Logistic Regression:

Accuracy Score: 0.96

Confusion Matrix:
[

23 0

0 27

]

Support Vector Machine:

Accuracy Score: 0.76

Confusion Matrix:
[

16 70

05 22

]

Random Forest:

Accuracy Score: 1.0

Confusion Matrix:
[

23 0

0 27

]

Decision Tree Classifier

Accuracy Score: 1.0

Confusion Matrix:
[

23 0

0 27

]
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Fig. 6. Predicted images which represents the benign

Fig. 7. Predicted image as Malignant

6 Conclusion

After testing various machine learning algorithms on the images, we obtained different

accuracy results. Some algorithms were found to either overfit or underfit the data. There-

fore, we selected the Logistic Regression algorithm as it neither overfits nor underfits

the data, and provides an ideal fit, with an accuracy of 96%. Although the decision tree

and random forest algorithms may have a higher accuracy, for larger data sets, logistic

regression is the most suitable choice. The logistic regression model can be used to pre-

dict whether a given image is benign or malignant in melanoma skin cancer detection.

The accuracy of the results obtained through logistic regression may vary based on fac-

tors such as the dataset size and quality, feature selection, and algorithm performance.

Several studies have reported positive results using logistic regression for melanoma

skin cancer detection. For instance, one study modeled the relationship between color

and texture features of dermoscopic images of skin lesions and their class (melanoma

or not) using logistic regression. We obtained the accuracy of 86.6% in classifying the

images, which was comparable to other machine learning algorithms used in the study.

In a different research study, logistic regression was utilized to examine the connec-

tion between dermoscopic image features, such as shape and texture, and their class.
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The study showed that logistic regression achieved a high accuracy rate of 89.7% in

classifying the images, making it one of the most accurate algorithms compared in the

research. These findings suggest that logistic regression can be an effective tool for

detecting melanoma skin cancer, particularly when the data is limited or the features are

well-defined. However, it is important to note that combining logistic regression with

other machine learning algorithms, like decision trees or random forests, or using more

complex features such as deep learning-based features, can enhance its performance.

These studies have illustrated the potential of machine learning in detecting melanoma

skin cancer in its early stages and compared the accuracy of different algorithms. Nev-

ertheless, further research is needed to enhance the accuracy and reliability of these

algorithms for detecting melanoma skin cancer. Nonetheless, the use of machine learn-

ing has a significant potential to improve early detection, treatment, and save lives in

detecting melanoma skin cancer.
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Abstract. Classification is the most important tasks for Epizootic Ulcerative Syn-

drome (EUS) fish disease image to normal fish image. YCbCr image processing

technique and SVM of machine learning is applied for image classification. Two

types of image dataset EUS disease fish area versus normal fish area have been

chosen for experimentation.

Keywords: Epizootic Ulcerative Syndrome · YCbCr · Image Processing ·

SVM · Machine Learning

1 Introduction

Epizootic Ulcerative Syndrome (EUS) is a type of fresh water fish disease. The EUS

fish is became seasonal phenomena in winter months and numbers has been rising since

1988. The EUS is also called red spot disease visible on the fish. This red spot indicate

losing scale as well as ulcer for fish may leads to death affecting the fishery owner and

other consumers [1–4].

In EUS fish disease, detection from digital images, different image processing and

other technique are used. These are image segmentation using K-means clustering, mor-

phological operations, histogram analysis of the images, HSV, Augmented Reality and

MobileNetV2 [5–9].

The desire outcome of the study is to evolve a system to identify the EUS disease

fish accurately to benefit the fishery owner and other consumers.

In this study, YCbCr of image processing and Support Vector Machine (SVM) of

machine learning technique have been applied to classify image of EUS disease fish

from digital images for early detection [10, 11].

2 Materials and Methods

Four type of Epizootic Ulcerative Syndrome (EUS) disease fish were gathered from

various location of Hailakandi District and Karimganj District of Assam, India. The

latitude and longitude of district town Hailakandi are 24°40′48.00′′ N 92°34′12.00′′ E
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and district town Karimganj are 24°52′12.00′′ N 92°20′60.00′′ E respectively. Pictures

(Fig. 1) of diseased area of fish effected with EUS and (Fig. 2) Normal area of fish were

taken. Images were 200 by 200 pixels so that an arranging adjustment can be attained

[12, 13].

Test is done using 132 jpg images consisting of 66 EUS disease fish area and 66

normal fish area.

Fig. 1. EUS disease fish area images of (A) Labeo calbasu, (B) Labeo bata, (C) Channa striata,

(D) Mystus tengara

Fig. 2. Normal fish area images of (A) Labeo calbasu, (B) Labeo bata, (C) Channa striata, (D)

Mystus tengara

2.1 Image Processing Technique Using Opencv and Python

YCbCr (Luminance Chrominance value): YCbCr consists of three color channels in

brightness and a two-color channel. Y for brightness channel (luma), Cb is a blue—luma

(B-Y) and Cr represents red—luma (R-Y) channel (Fig. 3) [14].

Fig. 3. Representation of YCbCr Color Space
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2.2 Classification Using Sklearn and Python

The supervised machine learning of SVM algorithm have been used for classifying EUS

disease fish area and normal fish area. SVM takings a image and plot with class to predict

which EUS disease fish area or normal fish area presents in a selected image. The kernel

RBF (Radial Basis Function (RBF) is defined in Eq. (1) to plot the class for this study

K(X, X′) − exp

(

−

∥

∥X − X′
∥

∥

2σ 2

)

(1)

Euclidean distance is squared ||x − x′||2 of two data points of an image x and x′. The

decision boundary is drawn between EUS disease fish area class and normal fish area

class by generating hyperplane using this algorithm. The hyperplane is used to detect

the input image class [15, 17].

2.2.1 SVM Performance Evaluation

The metrics technique has been used for performance to detect EUS disease fish area and

normal fish area. These are values of Accuracy, Precision, Recall and F1-Score described

in Eq. (2)–Eq. (5).

Accuracy = (tp + tn)/(tp + fp + fn + tn) (2)

Precision = (tp)/(tp + fp) (3)

Recall = (tp)/(tp + fn) (4)

F1-Score = (2tp)/(2tp + fp + fn) (5)

To calculate the number of truly classified positive sample pixels in the detected area

is using True Positive (tp). To calculate the number of truly classified negative sample

pixels in the detected area is using True Negative (tn). False Negative ( fn) is applied to

calculate the number incorrectly classified negative sample pixels in detected area. False

Positive ( fp) is applied to calculate the number incorrectly classified positive sample

pixels in detected area [18].

2.2.2 Experimentation SVM with Test Dataset

Two types of test dataset use for SVM experimentation these are

i) Colour-image consist of 66 nos of EUS disease fish area Vs 66 nos of normal fish

area and

ii) Cr-image consist of Cr-Channel Image of YCbCr 66 nos of EUS disease fish area Vs

Cr-Channel Image of YCbCr 66 nos of normal fish area
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3 Results and Discussion

3.1 YCbCr and Segmentation

YCbCr Convert RGB Image than YCbCr toY-Channel Image, YCbCr to Cr-Channel

Image ,YCbCr to Cb-Channel (Fig.4)

i) EUS disease fish area of image sample (Fig. 5)

ii) Normal fish area of image sample (Fig. 6)

Fish Image

Convert RGB Image to YCbCr

Y-Channel Image of YCbCr

Cr-Channel Image of YCbCr

Cb-Channel Image of YCbCr

Fig. 4. Complete process of YCbCr Y-Channel
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Fig. 5. EUS disease fish area images of (A) Labeo calbasu, Labeo bata, Channa striata, Mystus

tengara (B) Y-Channel of YCbCr (C) Cr-Channel of YCbCr (D) Cb-Channel of YCbCr
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Fig. 6. Normal fish area images of (A) Labeo calbasu, Labeo bata, Channa striata, Mystus

tengara (B) Y-Channel of YCbCr (C) Cr-Channel of YCbCr (D) Cb-Channel of YCbCr

The result YCbCr three colour channels Y, Cb and Cr of infected with EUS disease

fish area as well as normal fish area Labeo calbasu, Labeo bata, Channa striata , Mystus

tengara are shown in Fig 5 and Fig 6. It is clearly visible some of the disease area Y

channel and Cr channel because Cr channel represent the red colour component of the

image. Similarly Cr channel in YCbCr colour space is used in skin with wound detection

from image [19].

3.2 SVM Performance

The performance RBF kernel based SVM is processed on Colour-image and Cr-image

dataset on Table 1.
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Table1 shows a comparison among the investigations mentioned. Test dataset Colour-

image achieves 75% accuracy, 75% precision, 83% recall and 73% F1-score and test

dataset Cr-image achieves 85% accuracy, 85% precision, 88% recall and 84% F1-

score,which are competitively 10% accuracy, 10% precision, 5% recall and 9% F1-

higher values Cr-image than the Colour-image and confusion matrix (Fig 7). Similar

SVM performance used in Salmon infected fish and skin cancer detection from images.

Fig. 7. (A) Confusion matrix Colour-image, (B) Confusion matrix Cr-image

Table 1. SVM Dataset wise performance

Type of dataset Class Accuracy Precision Recall F1-Score

Colour-image disease 0.75 0.50 1.00 0.67

normal 0.75 1.00 0.67 0.80

avg 0.75 0.75 0.83 0.73

Cr-image disease 0.85 0.70 1.00 0.82

normal 0.85 1.00 0.77 0.87

avg 0.85 0.85 0.88 0.85
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4 Conclusion

The early detection fish disease can increase the fish production. The present study show

the dominant colour EUS diseased of fish area clearly using Cr segmentation.

The proposed method for Support Vector Machine (SVM) of machine learning

technique for detecting EUS disease fish area successfully above 75% to 85%.

In future to achieve 100% accuracy detection need large datasets and increase the

numbers of EUS disease fish varieties as well as other methods like Convolution Neural

Network, GNN etc.
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