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Preface

This volume contains the satellite proceedings of the 20th edition of the Extended Seman-
tic Web Conference (ESWC 2023). ESWC is a major venue for discussing the latest in
scientific results and innovations related to the Semantic Web, knowledge graphs, and
Web data. The satellite events are an important aspect of facilitating this discussion. The
satellite events at ESWC 2023 included the poster and demo session, the PhD sympo-
sium, the industry track, and project networking, as well as workshops and tutorials.
Due to scheduling, the papers from these events are published as post-proceedings. The
poster and demo track received 71 submissions of which 12 posters and 19 demos were
accepted. All submissions received 2 to 3 reviews. Posters and demos highlight new
research trajectories and ideas within the community and allow for discussions of the
latest results. Here, we see topics such as semantics and multi-modality (e.g. video,
audio), the importance of Wikidata, methods for dealing with tabular data, and advances
in semantic technologies and machine learning. The PhD symposium is an important
venue for doctoral students to present and receive feedback on their research. In total,
24 submissions were received, of which 12 papers were accepted. Both the review and
guidance processes were intensive and tailored to helping the students improve their
research plans. This included two-three reviews for each paper as well as peer review by
the students themselves. Additionally, all papers were guided by mentors who are senior
members of the community. Importantly, senior members of the community attended
each presentation to give in-depth feedback. The symposium also featured a keynote
by John Domingue, Professor of Computer Science, Knowledge Media Institute, The
Open University, United Kingdom. The industry track features papers that discuss the
adoption and usage of semantic technologies within organisations. Importantly, papers
must have a co-author with a non-academic affiliation. We received 14 submissions of
which 7 were accepted. All papers received 3. The industry track featured papers from a
wide variety of organisations including Bosch, eBay, Fraunhofer, TALES, and Yext. Top-
ics included scalability of semantic technologies in real-world cases, the application of
knowledge graphs to empower eCommerce sites, ontologies for smart buildings, hybrid
Al solutions for supplier optimization, knowledge base systems in critical systems, and
combining knowledge graphs with large language models. ESWC 2023 featured a strong
collection of 10 workshops and 2 tutorials covering different topics revolving around
knowledge graphs, such as natural language processing, biomedical data, and web of
things. An addition to this year’s program was a main conference presentation of the
outcomes of the workshops and tutorials, quickly bringing the learning and observations
to the entire community. Later in this volume you will find a more detailed review of
the workshops and tutorials. While not formally part of the proceedings, ESWC has a
history of providing network opportunities for projects and in particular EU projects.
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=
metaphacts

metaphacts is a German software company that empowers customers to drive knowl-
edge democratization and decision intelligence using knowledge graphs. Built entirely
on open standards and technologies, our product metaphactory delivers alow-code, FAIR
Data platform that supports collaborative knowledge modeling and knowledge gener-
ation and enables on-demand citizen access to consumable, contextual, and actionable
knowledge. metaphacts serves customers in areas such as life sciences and pharma, engi-
neering and manufacturing, finance and insurance, retail, cultural heritage, and more.
For more information about metaphacts and its products and solutions please visit www.
metaphacts.com.

®net

exchange ideas & share knowledge

VideoLectures.NET is an award-winning free and open access educational video lec-
tures repository. The lectures are given by distinguished scholars and scientists at the
most important and prominent events like conferences, summer schools, workshops and
science promotional events from many fields of Science. The portal is aimed at promoting
science, exchanging ideas and fostering knowledge sharing by providing high-quality
didactic contents not only to the scientific community but also to the general public. All
lectures, accompanying documents, information and links are systematically selected
and classified through the editorial process taking into account also users’ comments.

Silver Sponsors

T rontotext

Ontotext is a global leader in enterprise knowledge graph technology and semantic
database engines. Ontotext employs big knowledge graphs to enable unified data access
and cognitive analytics via text mining and integration of data across multiple sources.
Ontotext GraphDBTwm engine and Ontotext Platform power business critical systems in
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the biggest banks, media, market intelligence agencies, car and aerospace manufacturers.
Ontotext technology and solutions are spread wide across the value chain of the most
knowledge intensive enterprises in financial services, publishing, healthcare, pharma,
manufacturing and public sectors. Leveraging Al and cognitive technologies, Ontotext
helps enterprises get competitive advantage, by connecting the dots of their proprietary
knowledge and putting it in the context of global intelligence.

m STI - INNSBRUCK

Semantic Technology Institute (STTI) Innsbruck is a leading research group in seman-
tic technology at the Department of Computer Science at the University of Innsbruck,
Austria, engaged in research and development to bring information and communication
technologies of the future into today’s world.

@ Springer

Springer is part of Springer Nature, a leading global research, educational and pro-
fessional publisher, home to an array of respected and trusted brands providing quality
content through a range of innovative products and services. Springer Nature is the
world’s largest academic book publisher, publisher of the world’s most influential jour-
nals and a pioneer in the field of open research. The company numbers almost 13,000
staff in over 50 countries and has a turnover of approximately €1.5 billion. Springer
Nature was formed in 2015 through the merger of Nature Publishing Group, Palgrave
Macmillan, Macmillan Education and Springer Science+Business Media.

eccenca

In parallel with the 20th anniversary of ESWC this year, eccenca is proud to announce
the launch of the Community Edition Sandbox. Through eccenca.my you can register
and evaluate the creation of Knowledge Graphs easily and intuitively. No code. No bugs.
No time.

eccenca Corporate Memory is cutting-edge Knowledge Graph technology. It digitally
captures the expertise of knowledge workers so that it can be accessed and processed
by machines. The fusion of human knowledge with large amounts of data, coupled with
the computing power of machines, results in powerful artificial intelligence that enables
companies to execute existing processes as well as innovation projects of all kinds at
high speed and low cost. And it creates an impressive competitive advantage.

Join pioneers like BOSCH, SIEMENS, Astra Zeneca and many other global market
leaders - our world-class team of Linked Data Experts is ready when you are.
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%% 10S Press

IOS Press is an independent, international STM publishing house established in 1987 in
Amsterdam. One of our guiding principles is to embrace the benefits a lean organization
offers. While our goal is to keep things simple, we strive to meet the highest professional
standards. Our business practices are straightforward, transparent and ethical. IOS Press
serves the information needs of scientific and medical communities worldwide. 10S
Press now publishes more than 100 international journals and approximately 75 book
titles each year on subjects ranging from computer sciences and mathematics to medicine
and the natural sciences. Please visit iospress.com to find out more.

R?A GmbH & Co. KG

R?A is a dynamic startup that offers comprehensive support for software projects. Our
team of experts specializes in agile software development, full stack web development,
mobile development, and data engineering. We understand the importance of a well-
structured data model, sustainable software development, and integrating data from
different sources. With our combined expertise, we can guide you through the entire
software development process, from idea to implementation. Trust us to build software
that is both functional and sustainable. Contact us today to learn more.



Contents

Summary of Workshops and Tutorials at European Semantic Web
Conference 2023 ... ...
Mehwish Alam and Cassia Trojahn

Posters and Demos

Sparnatural: A Visual Knowledge Graph Exploration Tool ..............
Thomas Francart

Integrating Faceted Search with Data Analytic Tools in the User Interface
of ParliamentSampo — Parliament of Finland on the Semantic Web ......
Eero Hyvonen, Petri Leskinen, and Heikki Rantala

SHACL-ACL: Access Control with SHACL ..........................
Philipp D. Rohde, Enrique Iglesias, and Maria-Esther Vidal

A Hybrid Knowledge Graph and Bayesian Network Approach
for Analyzing Supply Chain Resilience ..............................
Naouel Karam, Shirkouh Matini, Roman Laas, and Thomas Hoppe

More Power to SPARQL: From Paths to Trees ........................
Angelos Christos Anadiotis, loana Manolescu, and Madhulika Mohanty

Assessing Knowledge Graphs Accountability .........................
Jennie Andersen, Sylvie Cazalens, and Philippe Lamarre

Reinforcement Learning-Based SPARQL Join Ordering Optimizer ......
Ruben Eschauzier, Ruben Taelman, Meike Morren, and Ruben Verborgh

SAP-KG: Synonym Predicate Analyzer Across Multiple Knowledge
GraPhS oo
Emetis Niazmand and Maria-Esther Vidal

Descriptive Comparison of Visual Ontology Change Summarisation
MethodS . ..o
Kornpol Chung, Romana Pernisch, and Stefan Schlobach

AgriNER: An NER Dataset of Agricultural Entities for the Semantic Web
Sayan De, Debarshi Kumar Sanyal, and Imon Mukherjee



XXiv Contents

ClayBot: Increasing Human-Centricity in Conversational Recommender

SYSEIMS o ettt ettt e e e e e e e 64
Fouad Zablith
Mining Symbolic Rules to Explain Lung Cancer Treatments ................. 69

Disha Purohit and Maria-Esther Vidal

GLENDA: Querying RDF Archives with Full SPARQL ..................... 75
Olivier Pelgrin, Ruben Taelman, Luis Galdrraga, and Katja Hose

Piloting Topic-Aware Research Impact Assessment Features in BIP!

SEIVICES ottt 81
Serafeim Chatzopoulos, Kleanthis Vichos, Ilias Kanellos,
and Thanasis Vergoulis

Explanation-Based Tool for Helping Data Producers to Reduce Privacy
RISKS ot 86
Hira Asghar, Christophe Bobineau, and Marie-Christine Rousset

PathWays: Entity-Focused Exploration of Heterogeneous Data Graphs ........ 91
Nelly Barret, Antoine Gaugquier, Jia-Jean Law, and loana Manolescu

A Geological Case Study on Semantically Triggered Processes ............... 96
Yuanwei Qu, Eduard Kamburjan, and Martin Giese

A System for Repairing ££ Ontologies Using Weakening and Completing . .. .. 101
Ying Li and Patrick Lambrix

A User Interface Model for Digital Humanities Research: Case
BookSampo — Finnish Fiction Literature on the Semantic Web ............... 106

Annastiina Ahola, Eero Hyvonen, and Heikki Rantala

Modeling Grammars with Knowledge Representation Methods:

Subcategorization as @ TeSt Case .. ...ttt 112
Raiil Aranovich
TRIC: A Triples Corrupter for Knowledge Graphs ......................... 117

Asara Senaratne, Pouya Ghiasnezhad Omran, Peter Christen,
and Graham Williams

ExeKGLib: Knowledge Graphs-Empowered Machine Learning Analytics ..... 123
Antonis Klironomos, Baifan Zhou, Zhipeng Tan, Zhuoxun Zheng,
Gad-Elrab Mohamed, Heiko Paulheim, and Evgeny Kharlamov



Contents XXV

Hannotate: Flexible Annotation for Text Analytics from Anywhere ........... 128
Tan-Tai To, Hoang Dao, Huyen Nguyen, Thanh-Ha Do,
and Tuan-Anh Hoang

Study-Buddy: A Knowledge Graph-Powered Learning Companion

for School Students . .............uuuuu 133
Fernanda Martinez, Diego Collarana, Davide Calvaresi,
Martin Arispe, Carla Florida, and Jean-Paul Calbimonte

On the Problem of Automatically Aligning Indicators to SDGs ............... 138
Mario Soriano, Rafael Berlanga, and Indira Lanza-Cruz

Automating Benchmark Generation for Named Entity Recognition
and Entity Linking . ... 143
Katerina Papantoniou, Vasilis Efthymiou, and Dimitris Plexousakis

VRKG-CollaborativeExploration - Data-Driven Discussions

1N the MELAVETSE . . . . v ettt ettt 149
Alberto Accardo, Daniele Monaco, Maria Angela Pellegrino,
Vittorio Scarano, and Carmine Spagnuolo

FOO: An Upper-Level Ontology for the Forest Observatory ................. 154
Naeima Hamed, Omer Rana, Benoit Goossens,
Pablo Orozco-terWengel, and Charith Perera

RoXi: A Framework for Reactive Reasoning .............................. 159
Pieter Bonte and Femke Ongenae

SummaryGPT: Leveraging ChatGPT for Summarizing Knowledge Graphs .... 164
Giannis Vassiliou, Nikolaos Papadakis, and Haridimos Kondylakis

Entity Typing with Triples Using Language Models ........................ 169
Aniqa Riaz, Sara Abdollahi, and Simon Gottschalk

Industry

Addressing the Scalability Bottleneck of Semantic Technologies at Bosch .. ... 177
Diego Rincon-Yanez, Mohamed H. Gad-Elrab, Daria Stepanova,
Kien Trung Tran, Cuong Chu Xuan, Baifan Zhou, and Evgeny Karlamov

Knowledge Injection to Counter Large Language Model (LLM)
Hallucination ......... ... ... 182
Ariana Martino, Michael lannelli, and Coleen Truong



XXVi Contents

Towards the Deployment of Knowledge Based Systems in Safety-Critical
SYSEIMS o ettt ettt e e e e e e e 186
Florence De-Grancey and Amandine Audouy

A Source-Agnostic Platform for Finding and Exploring Ontologies at Bosch ... 191
Lavdim Halilaj, Stefan Schmid, Khushboo Goutham Chand,
Santhosh Kumar Arumugam, and Sahu Sajita Kumari

Wisdom of the Sellers: Mining Seller Data for eCommerce Knowledge

Graph Generation ...............ouuiunuttteiinii e 195
Petar Ristoski, Sathish Kandasamy, Aleksandr Matiushkin,
Sneha Kamath, and Qunzhi Zhou

Supplier Optimization at Bosch with Knowledge Graphs and Answer Set
Programming . ............ ... 200
Cuong Xuan Chu, Mohamed H. Gad-Elrab, Trung-Kien Tran,
Marvin Schiller, Evgeny Kharlamov, and Daria Stepanova

Ontologies for Formalizing the Process of Configuring and Deploying
Building Management SyStems .. ..........oiiiitnnnetti i 205
Hervé Pruvost and Andreas Wilde

PhD Symposium

Metaphor Processing in the Medical Domain via Linked Data
and Language Models .......... i 213
Lucia Pitarch

Knowledge-Based Multimodal Music Similarity ........................... 224
Andrea Poltronieri

Semantic Parsing for Knowledge Graph Question Answering with Large
Language Models . ...... ...t 234
Debayan Banerjee

Semantic and Efficient Symbolic Learning over Knowledge Graphs ........... 244
Disha Purohit
Query Answering over the Polymorphic Webof Data ....................... 255

Cosimo Gregucci

Optimisation of Link Traversal Query Processing over Distributed Linked
Data through Adaptive Techniques ............ ..., 266
Jonni Hanski



Formalizing Stream Reasoning for a Decentralized Semantic Web ............
Mathijs van Noort

A Distributed and Parallel Processing Framework for Knowledge Graph
O AP
Bashar Ahmad

Ontology-Compliant Knowledge Graphs ............ ... ... .. ...,
Zhangcheng Qiang

Evaluating Knowledge Graphs with Hybrid Intelligence .....................
Stefani Tsaneva

Exploiting Semantics for Explaining Link Prediction Over Knowledge
GraphS . oot

Yashrajsinh Chudasama

A Window into the Multiple Views of Linked Data .........................
Sitt Min Oo

Author Index . ... . . e



®

Check for
updates

Summary of Workshops and Tutorials
at European Semantic Web Conference
2023

Mehwish Alam!'®™) and Cassia Trojahn?(®)

! Telecom Paris, Institut Polytechnique de Paris France, Paris, France
mehwish.alam@telecom-paris.fr
2 Institut de Recherche en Informatique de Toulouse, Toulouse, France
cassia.trojahn@irit.fr

Abstract. This document summarizes the workshops and tutorials of
the Extended Semantic Web Conference 2023. This edition accepted 10
workshops on different topics revolving around knowledge graphs, such as
natural language processing, biomedical data, etc. Moreover, 2 tutorials
were accepted which included building scientific knowledge graphs and
a beginner’s guide to reasoning.

Keywords: Semantic Technologies - Knowledge Graphs - Natural
Language Processing - Knowledge Graph Construction

1 Tutorials

1.1 SciKG: Tutorial on Building Scientific Knowledge Graphs
from Data, Data Dictionaries, and Codebooks

Data from scientific studies are published in datasets, typically accompanied by
data dictionaries and codebooks to support data understanding. The data acqui-
sition methods may also be described in additional documentation to support
reproducibility. To conduct rigorous analysis, data users need to leverage this
documentation to correctly interpret the data. While this process can be bur-
densome for new data users, it is also prone to errors even for seasoned users. A
computational formal model of the knowledge that was used to create the study
can facilitate better understanding and thus improved usage of the study data.
Knowledge graphs can be used effectively to capture this study knowledge.
This tutorial’ introduced the basics of knowledge graph construction using
data, data dictionaries, and codebooks from scientific studies. It has used the
Center for Disease Control and Prevention’s (CDC) National Health and Nutri-
tion Examination Surveys (NHANES) data as a testbed and introduced stan-
dardized terminology, novel and established techniques, and resources such as sci-
entific/biomedical ontologies, semantic data dictionaries, and knowledge graph

! https://tetherless-world.github.io/scikg-eswc-2023 /.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
C. Pesquita et al. (Eds.): ESWC 2023, LNCS 13998, pp. 1-7, 2023.
https://doi.org/10.1007/978-3-031-43458-7_1
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frameworks in both lecture and practical sessions. By the end of the tutorial,
participants created a small knowledge graph that can be accessed to retrieve
study knowledge and data.

1.2 A Beginner’s Guide to Reasoning: How to Reason Your Way
to Better Data

Reasoning has become an increasingly valued tool in the semantic web space,
and yet to many, it’s still a black-box solution. Perhaps more tragically, despite
the explosion of its development in recent years, many in the space still perceive
it as a slow, cumbersome, and ultimately impractical technology, which is far
from true today.

This tutorial provided a hands-on with a reasoning engine in this interactive
walkthrough: A Beginner’s Guide to Reasoning?. The participants were exposed
to the power of reasoning, what it can add to the data, and the fundamentals
of how to apply it. With technology in this space running away, there’s never
been a better time to learn! This tutorial touched upon the basics of SPARQL,
OWL, and Datalog, before diving into reasoning at a technical level.

2  Workshops

2.1 Trusting Decentralised Knowledge Graphs and Web Data
(TrusDeKW)

Knowledge Graphs have become a foundation for sharing data on the web and
building intelligent services across many sectors and within some of the most suc-
cessful corporations in the world. The over centralisation of data on the web, how-
ever, has been raised as a concern by several prominent researchers in the field.
Data centralisation can lead to a number of problems including lock-in/siloing
effects; lack of user control over their personal data; limited incentives and oppor-
tunities for interoperability and openness; and the resulting detrimental effects
on privacy and innovation. A number of diverse approaches and technologies
exist for decentralising data, such as federated querying and distributed ledgers.

This workshop® brought together researchers and stakeholders to explore
how we can decentralise data on the web and come to a common understand-
ing of the benefits and issues associated with decentralised KGs. The format
of the workshop was engineered to facilitate a cross-flow of ideas amongst the
participants to generate a post-workshop white paper. Thus, the workshop was
structured to incorporate the views of workshop participants by covering several
key stakeholder areas.

2 https://www.oxfordsemantic.tech /events /eswc-2023-a-beginners-guide-to-
reasoning-how-to-reason-your-way-to-better-data.

3 https://events.kmi.open.ac.uk/trusting-decentralised-knowledge-graphs-and-web-
data/#eswc.
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2.2 Knowledge Graph Construction

More and more knowledge graphs (KGs) are constructed for private use, e.g.,
Google, or public use, e.g., DBpedia, and Wikidata. While many solutions were
proposed to construct KGs from existing data on the Web, there is still no sys-
tematic evaluation to compare the performance and resource usage of the differ-
ent systems independently of the mapping language they use or the way they con-
struct the knowledge graph (materialization or virtualization). Addressing the
challenges related to KG construction requires both the investigation of theoret-
ical concepts and the development of systems and methods for their evaluation.

This workshop* had a special focus on the efficiency of the systems during
the construction of knowledge graphs, exploring the trade-offs between different
approaches (e.g., planification VS physical operators). It included a keynote and
a panel, as well as (research, in-use, experience, position, tools) paper presenta-
tions, demo jam, and break-out discussions. In particular this year, the workshop
provided an evaluation setup to the workshop participants to compare the dif-
ferent tools for KG construction. The goal was to provide a venue for scientific
discourse, systematic analysis, and rigorous evaluation of languages, techniques,
and tools, as well as practical and applied experiences and lessons learned for
constructing knowledge graphs from academia and industry. The workshop com-
plements and aligns with the activities of the W3C Community Group on KG
construction.

2.3 Linked Data-Driven Resilience Research

Recent crises like the COVID-19 pandemic wave and the Russia-Ukraine War
have not only tested supply chains and economic value networks to their lim-
its but revealed the need to increase the flexibility of technical infrastructures,
energy supply, health systems, and social textures alike. Currently, many eco-
nomic and social spheres are continuously challenged by recession fear, political
ploys, and weather disasters to unfold capacities to withstand as well as refine
and transform themselves to stay ahead of changes. Semantically represented
data can play a crucial role in increasing the transparency of value chains and
understanding the complex mechanisms of crisis factors on a global level. The
systematic integration, KI-based modeling, and analysis of huge amounts of data
from various sources can build a new basis for situational awareness and decision-
making as well as for the elaboration of advanced resilience strategies.

This workshop®, organized by the CoyPu project, provided an open forum
to exchange current issues, ideas, and trends in the area of Data-driven
Resilience Research. The workshop brought together scientists, software engi-
neers, resilience practitioners, and domain experts to approach the topic from
a multi-disciplinary perspective. Ongoing technological developments, current
research approaches as well as use case scenarios, and field reports were pre-
sented and discussed with a broad specialist audience.

* https://ke-construct.github.io/workshop/2023/.
5 https://d2r2.aksw.org/.
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2.4 Metadata and Research Management for Linked Open Science

Scientific research involves various digital objects including publications, soft-
ware, data, workflows, and tutorials, all key to FAIRness, reproducibility, and
transparency. The research lifecycle, from questions and hypotheses to results
and conclusions, requires data production, collection, and transformation, a pro-
cess commonly supported by software and workflows. For this cycle to prosper,
we require Research Data and Software Management Plans (DMPs and SMPs),
Research Objects packing things together, and metadata supporting the FAIR
(data) principles and its extensions (e.g., software, and workflows) as well as
coverage for reproducibility, transparency, trustability, and explainability. Fur-
thermore, despite playing an important role, data on its own is not enough to
establish Linked Open Science, i.e., Open Science plus Linked Open Data (LOD).
LOD principles, aka LOD 5 stars, follow objectives overlapping with FAIR and
Open Science (e.g., LOD includes “openness” and usage of “non-proprietary
open formats”).

In this workshop® workshop, requirements for research digital objects and
their corresponding management plans were explored to effectively instanti-
ate an integrated layer supporting Linked Open Science. The contributions
were focused on the following topics: machine-actionable DMPs and SMPs;
machine/deep learning approaches around rich metadata; FAIRification; FAIR
by design; FAIR tooling; recognition, publication, and citation for data, software,
and other research digital objects, and scientometrics beyond the scholarly pub-
lication (i.e., combining the different digital objects playing a role in the research
cycle).

2.5 Semantic Technologies for Scientific, Technical and Legal Data

The rapid growth of online available scientific, technical, and legal data such as
patents, technical reports, articles, etc. has made the large-scale analysis and
processing of such documents a crucial task. Today, scientists, patent experts,
inventors, and other information professionals contribute to this data every day
by publishing articles or writing patent applications. In order to benefit from the
scientific-technical knowledge present in such documents, it has become critical
that the communities related to Semantic Technologies, NLP, and Deep Learning
join forces to provide more effective and efficient solutions.

This workshop” aimed at providing a venue for researchers and practitioners
to foster inter-disciplinary research in the areas of Semantic Technologies, NLP,
and Deep Learning. It received contributions ranging from new tools and systems
for capturing scientific, technical, and legal data including patents, to novel
semantic technologies and ontologies and annotation schema to model scientific,
technical and legal data.

5 https://zbmed.github.io/damalos//.
7 https:/ /rima-turker.github.io/SemTech4STLD/.
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2.6 Semantic Web on Constrained Things

The combination of the Internet of Things (IoT), Semantics, and Web of Things
(SWoT) has been more and more popular to collect sensing data according to the
semantic web stack and build smart services and applications. One momentum is
the release of a W3C recommendation for WoT architecture along with a formal
specification of Thing Descriptions. The Web of Things (WoT) allows describing
device semantics, bridging the gap between device and service descriptions. At
the same time, decentralized infrastructures able to capture and transform data
at the edge have gained attraction over centralized ones, due to both the con-
stant attempts to reduce industrial costs and the real necessity to reduce global
carbon emissions. However, fulfilling the SWoT promises using such infrastruc-
tures poses new challenges as these small devices are constrained in terms of
computing capabilities and memory, and wireless network communications are
also energy-consuming and can hinder the battery life of autonomous devices.
Deploying SWoT standards on such devices requires controlling and monitoring
the consumption of these resources, whereas semantic technologies are known to
be verbose and computationally intensive.

This workshop® brought together research and industry communities working
on the different aspects of embedding data semantics and standards-based solu-
tions into edge and/or constrained Internet and Web of Things setups, as well
as reducing the carbon footprint of semantic technologies. It provided a venue
for scientific presentations, systematic analysis and evaluation of semantic WoT
architectures, ontologies and tools, as well as practical and applied experiences
and lessons-learned applied to constrained devices.

2.7 Semantic Web Solutions for Large-Scale Biomedical Data
Analytics

The life sciences domain has been an early adopter of linked data and, a con-
siderable portion of the Linked Open Data cloud is composed of life sciences
data sets. The deluge of inflowing biomedical data, partially driven by high-
throughput gene sequencing technologies, is a key contributor and motor to these
developments. The available data sets require integration according to interna-
tional standards, large-scale distributed infrastructures, specific techniques for
data access, and offer data analytics benefits for decision support. Especially in
combination with Semantic Web and Linked Data technologies, these promise to
enable the processing of large as well as semantically heterogeneous data sources
and the capturing of new knowledge from those.

This workshop? aimed at seeking original contributions describing theoretical
and practical methods and techniques that present the anatomy of large-scale
linked data infrastructure, which covers: the distributed infrastructure to con-
sume, store and query large volumes of heterogeneous linked data; using indexes

8 https://mondecalabs.github.io/SWoCoT23/.
9 https:/ /sites.google.com /view /sewebmeda-2023 /home.
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and graph aggregation to better understand large linked data graphs, query
federation to mix internal and external data sources, and linked data visualisa-
tion tools for health care and life sciences. It aimed at providing researchers in
biomedical and life science, insight and awareness about large-scale data tech-
nologies for linked data, which are becoming increasingly important for knowl-
edge discovery in the life sciences domain.

2.8 Knowledge Graph Generation from Text

Knowledge Graphs are getting traction in both academia and the industry as one
of the key elements of Al applications. They are being recognized as an important
and essential resource in many downstream tasks such as question answering,
recommendation, personal assistants, business analytics, business automation,
etc. Even though there are large knowledge graphs built with crowdsourcing
such as Wikidata or using semi-structured data such as DBpedia or Yago or
from structured data such as relational databases, building knowledge graphs
from text corpora still remains an open challenge.

This workshop'? brought together researchers from multiple focus areas such
as Natural Language Processing (NLP), Entity Linking (EL), Relation Extrac-
tion (RE), Knowledge Representation and Reasoning (KRR), Deep Learning
(DL), Knowledge Base Construction (KBC), Semantic Web, Linked Data, and
other related fields to foster a discussion and enhance the state-of-the-art in
knowledge graph generation from text. It welcomed a broad range of papers
including full research papers, negative results, position papers, datasets, and
system demos examining the wide range of issues and processes related to
knowledge graphs generation from text corpora including entity linking, rela-
tion extraction, knowledge representation, and Semantic Web.

2.9 Data Management for Knowledge Graphs

The rapid increase in the adoption of knowledge graphs over the past years, both
in the open data domain as well as the industry, means that data management
solutions for knowledge graphs today have to support ever increasing amounts
of data. The continuously growing KGs resulting from the increasing popularity
of semantic technologies highlight the necessity for scalable and efficient solu-
tions for the management of knowledge graphs in distributed, federated, and
centralized environments.

19 https://aiisc.ai/text2kg2023/.
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The DMKG workshop!!, therefore, focused on novel research and advances in
scalable data management solutions for large-scale knowledge graphs. Such data
management solutions include techniques for storage and indexing, partition-
ing for decentralized/centralized systems, archiving and versioning, validation
with SHACL/shEx, or federated data management. The main goal of the work-
shop was to bring together both early-stage and established researchers as well
as industrial partners in order to facilitate communication and collaboration
between partners in different domains on the issues relating to scalable data
management techniques for large-scale knowledge graphs.

2.10 Semantic Methods for Events and Stories

An important part of human history and knowledge is made of events, which
can be aggregated and connected to create stories, be they real or fictional.
These events as well as the stories created from them can typically be inher-
ently complex, reflect societal or political stances, and be perceived differently
across the world population. The Semantic Web offers technologies and meth-
ods to represent these events and stories, as well as to interpret the knowledge
encoded into graphs and use it for different applications, spanning from narrative
understanding and generation to fact-checking.

The aim of SEMMES!? was to offer an opportunity to discuss the challenges
related to events and stories, and how we can use semantic methods to tackle
them. The submissions were revolving around combining data, methods, and
technologies coming from the Semantic Web with methods from other fields,
including machine learning, narratology, or information extraction. This work-
shop brought together researchers working on complementary topics, in order to
foster collaboration and sharing of expertise in the context of events and stories.

" https: //dmkg-workshop.github.io/.
2 https://anr-kflow.github.io/semmes,/ .
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Sparnatural: A Visual Knowledge Graph
Exploration Tool
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Sparna, 5 Rue Georges Courteline, 37540 Saint-Cyr-Sur-Loire, France
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Abstract. Knowledge Graphs are often relying on conceptual models with a high
level of abstraction, making them hard to understand for nonexpert users, and are
often hidden behind search forms, losing the flexibility to interact with the graph as
a graph. In order to leverage knowledge graphs there is a need to propose end-user-
oriented interactions demonstrating how they can allow to discover a knowledge
domain. Sparnatural was designed and developed as a visual, configurable, easily
deployable, open-source, client-side SPARQL query builder, allowing users to
query any RDF knowledge graph. We describe here how Sparnatural works, how
itcan be configured, and we show how it was deployed in two demonstrators for the
Archives Nationales de France and Bibliotheque Nationale de France. We show
how Sparnatural has made it possible to give access to nonexpert users, with little
effort, to these two large graphs. Workshops conducted with end-users showed
they were enthusiastic about the possibility offered. They also revealed that this
novel search paradigm is surprising and could benefit from user onboarding. The
configuration of Sparnatural is key in providing efficient access to the graph and
can be done through the specification of a search-oriented ontology.

Keywords: SPARQL - query builder - UI - Typescript - Knowledge Graph

1 Introduction

The requirement for data interoperability has driven the development of conceptual mod-
els used for structuring knowledge graphs, like CIDOC-CRM [1] for cultural heritage,
LRM [2] for libraries, or RIC-O [3] for archives. Knowledge graphs based on these
ontologies are accessible either using a developer-oriented service (SPARQL endpoint),
or sometimes they underly other search systems, typically multicriteria query forms or
faceted search engines.

Data interoperability and data aggregation from silos in ahomogeneous graph require
a lot of effort, at the intellectual, business process and technical levels. These efforts
are hard to demonstrate, because no good solution exists to make the graph tangible for
managers and accessible for end-users: SPARQL endpoints are too technical, and search
systems don’t make the underlying graph tangible.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
C. Pesquita et al. (Eds.): ESWC 2023, LNCS 13998, pp. 11-15, 2023.
https://doi.org/10.1007/978-3-031-43458-7_2
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2 Sparnatural: an intuitive visual SPARQL query builder

Sparnatural [4] provides an innovative search paradigm to explore and discover these
knowledge graphs. A presentation video [5] demonstrates its features. Technically speak-
ing, Sparnatural is a visual SPARQL query builder, written in Typescript, operating
purely on the client. Its only requirement is a SPARQL endpoint to which the queries
can be sent. Sparnatural is open source, under a LGPL license (Fig. 1).

Be
D
®

Fig. 1. A query edited in Sparnatural: “Archive records that have as provenance a Person who is
a member of an organization of type ‘Notarial Office’, and that are of type ‘bill of sale’ or ‘civil
status document.””’

Each line in the query mimics the structure of an RDF triple pattern with a subject
type, a predicate, an object type and, optionally, some values. At each step, dropdown
lists enable the user to directly see the classes and predicates available.

Values of a criterion can be selected with different widgets (dropdown lists, auto-
completed search fields, calendars, etc.) and the set of columns in the result set can be
controlled by activating the “eye” icon on the arrows in the query pattern.

Sparnatural also offers the ability to load predefined queries, enabling data publishers
to propose sample queries that can be loaded in one click. This can serve as query
templates that the users can modify.

While OPTIONAL and FILTER NOT EXISTS are supported, Sparnatural does not
have the objective of covering 100% of SPARQL keywords; currently it does not support
UNION, FROM, or Aggregate functions like COUNT.

3 Demonstrators

The French National Archives (ANF) and the French National Library (BNF) conducted
a project to add features to Sparnatural and to build two demonstrators to test its deploy-
ment on their respective knowledge graphs. The project was successfully concluded in
June 2022 by a presentation at the ANF [6].
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The demonstrator of the ANF [7] allows exploring a dataset based on RIC-O [3],
of about 50 million triples describing notarial archives. The demonstrator proposes two
configurations of Sparnatural to navigate the same data: a generic one, that could be used
for any RIC-O-based knowledge graph, and a more precise, showing specific criteria for
notarial archives.

The demonstrator of the BNF [8] allows querying the data already accessible in the
data.bnf fr portal, of about 600 million triples, and based on an LRM-like [2] ontology.
The performance of the SPARQL endpoint was sufficient to allow to deploy Sparnatural
without further performance tuning.

The project included three workshops to confront end-users with the tool and gather
feedback. Users were mostly enthusiastic, but some were lost by this new search
paradigm. Some feedback was considered, such as the inclusion of the query execution
button, or the “reset” button.

4 Ontology-Driven Configuration of Sparnatural

Sparnatural is configured by an OWL ontology, defining which classes and relationships
are shown in the interface. The ontology defines the (multilingual) labels and tooltips,
icons, or which value selection widget should be used for each predicate. The dropdown
list and autocomplete widgets are also associated with a SPARQL query that populates
the list or the autocomplete suggestions.

A key aspect of that configuration ontology is that it does not need to be the same as
the ontology of the underlying knowledge graph. Classes or properties can be removed
or labelled differently; shortcuts can be proposed: a single link in the search interface
can correspond to a property path in the underlying graph; classes presented to users can
be subsets of the (in general relatively abstract) classes of the underlying ontology.

The configuration ontology can be edited in the Protégé OWL editor, by importing
two configuration ontologies [9] that provides base classes for the configuration.

The decoupling of the search ontology from the graph structure enables to show the
same graph in different ways for different users. The configuration ontologies can also
be shared, such as the generic configuration for the ANF demonstrator [9].

This has been a design choice that this configuration must be defined manually.
We believe it is a key aspect of any knowledge graph publishing work. It does require
additional work but allows to decouple the user search configuration from the actual graph
structure. Work is ongoing to facilitate this process by generating a base configuration
from the actual dataset, that can be further edited to produce the actual Sparnatural
configuration.

5 Related Work

Sparnatural builds on the visual paradigm of ResearchSpace semantic search compo-
nent [10], but improves the user experience and is more expressive, with support for
OPTIONAL and NOT EXISTS.
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RDFExplorer [11] is another graph based SPARQL builder. Sparnatural is less
expressive than RDFExplorer (it can generate only tree-shaped queries, not complete
basic graph pattern), but we believe more end-user-friendly. The presentation of RDF-
Explorer [11] cites Bhowmick et al. [12] to summarize the challenges of visual graph
querying paradigm: (1) development of graph queries requires a considerable cognitive
effort; (2) users need to be able to express their goal in a systematic and correct manner,
which is antagonistic with the goal of catering to lay users; (3) it is more intuitive to
“draw” graph queries than to write them, which implies the need for intuitive visual
interfaces. In the same family of tools, Visual SPARQL Builder [13] proposes a visual
query building pane like RDFExplorer, while A-QuB [14] is more form-based. Sparnat-
ural addresses the challenges of visual graph querying by providing the following set
of features: UX is intuitive and “gamifies” the query experience; dynamic results can
be provided on-the-fly; example queries can be loaded; some level of non-emptiness
guarantee are provided.

6 Summary

Sparnatural offers an easy way to leverage knowledge graphs. Users with no technical
knowledge of SPARQL and no a priori knowledge of the graph structure can query the
data. Its client-side only deployment allows to easily include it in a webpage, replacing
or complementing existing SPARQL endpoint forms.

Future work on Sparnatural includes addition of geographical and numerical search
widgets; and on the configuration side, the ability to automatically derive a configuration
ontology from the underlying graph structure, that can be manually tuned to be presented
to end-users. SHACL-based configuration is also considered.
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Abstract. This paper presents the idea and implementation of inte-
grating faceted search and browsing with data-analytic tools in the user
interface design of the new in-use semantic portal PARLIAMENTSAMPO.

Keywords: Parliamentary Studies - Linked Data - User Interfaces -
Portals

1 Parliamentary FAIR Linked Data for Problem Solving

PARLIAMENTSAMPO — Parliament of Finland on the Semantic Web [8] is a new
Linked Open Data (LOD) service! and an in-use semantic portal? on top of
its SPARQL endpoint. Its main knowledge graph (KG) includes nearly million
speeches of the plenary sessions of the Parliament of Finland (PoF) since its
foundation in 1907 [7,13], interlinked with another KG and ontology about the
2800 Members of Parliament (MP) and other speakers, parties, and other organi-
zations in PoF [12]. The LOD has been enriched with data from several external
sources and by reasoning. Both KGs are published and are available on the
Linked Data Finland [9] platform?, including a SPARQL endpoint and other
LOD services, such as content negotiation and RDF browsing. The RDF data
is also openly available (CC BY 4.0) at Zenodo.org, and in Parla-CLARIN and
CSV form [7]. The CSV data is updated on a daily basis.

The minutes of the plenary speeches of PoF have been available as scanned
books (1907-1999), HTML pages (2000-2014), or as XML documents (2015-),
but not as Findable, Accessible, Interoperable, and Re-usable FAIR data®. If the
user knows during which parliament a speech was given, he could download the
corresponding document for close-reading. But if one wants, for example, to find

! LOD service available at: https://1df.fi/dataset /semparl.

2 Portal available at: https://parlamenttisampo.fi.

3 Linked Data Finland platform: https://ldf.fi.

4 Cf. the FAIR Data initiative: https://www.go-fair.org/.
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out the answers to the following questions, this kind of web service and research
method is not a viable solution:

1. Question: Who has given most regular speeches and when? Answer: Mr.
Veikko Vennamo, SMP Party, over 12 600 speeches in 1945-1987 in total.
Their distribution can be visualized on a timeline.

2. Question: Who was the first to speak about “NATO” in the PoF plenary
sessions? Answer: Mr. Yrjo Enne, SKDL communist party, May 27, 1959

3. Question: What places are most often mentioned by the current MPs of the
Swedish People’s Party of Finland”? Answer: Can be visualized as a table
or on heat maps and markers on maps.

4. How are the MPs of the current Parliament referring to each other
in their speeches : Answer: Can be studied using network analysis.

PARLIAMENTSAMPO makes it possible to study parliamentary discussions
and networks of politicians easily using methods Digital Humanities (DH), and
find answers to questions, such as those above. Furthermore, applications can be
created using LOD services, such as the PARLIAMENTSAMPO portal. It is based
on the Sampo model [5] and was created using a new declarative version of the
Sampo-UT framework [10] for user interface (UI) design.

2 Using the PARLIAMENTSAMPO Portal

Based on the Sampo-UI framework, the landing page of the portal contains appli-
cation perspectives through which instances of the major classes of the underlying
KG can be searched [10]. In this case, there are perspectives for speeches and
people. Their instances can be searched and browsed using faceted search, and
after filtering out a subset of interest 1) its individual instances can be studied
by looking at their instance pages by browsing or 2) the whole result set can be
analyzed as a whole. In both cases, a set of tabs are available for visualizing or
analyzing the instance (a speech or person) or a set of them (say the speeches
of MPs belonging to a party during a certain time period).

For example, in Fig. 1, the user has selected the Speeches perspective with
facets Content, Speaker, Party, (Speech) Type, and others on the left. The search
result, i.e., the speeches found, be visualized on the right in five ways by select-
ing tabs: 1) in tabular form (by default), 2) on a timeline (this tab is selected in
the figure), 3) using histograms and pie charts, 4) on a map based on places men-
tioned in the speeches, or 5) using a heatmap. In the figure, the user has writ-
ten a query “NATO*” in the Content text facet, the speech type is set to regular
speeches, and then 3622 regular speeches that mention the word “NATO” in its
various inflectional forms have been filtered into the search result starting from
1959. By clicking on the pie chart visualization button on the Party facet, the dis-
tribution of NATO speeches in terms of parties is shown: the most active party
with 722 speeches has been the right-wing National Coalition Party Kokoomus.

In Fig. 2 the People perspective is seen, and the user has found all 507 mem-
bers of the Centre Party, the active supporter of farming in the countryside, by
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Fig. 1. Using faceted search to filter out and analyze speeches about NATO.

a selection on the Party facet. For analyzing and visualizing the result, seven
tabs (e.g., table, pie chart, ages, etc.) can be used. Here the Life chart visualiza-
tion is chosen where the MPs are shown as arcs from their places of birth (blue
end) to places of death (red end). The width of the arc illustrates the number
of MPs related to the arc. By clicking on an arc, links to the instance pages of
the corresponding MPs are shown. The graph shows strong movement from the
countryside to the capital area of Helsinki.

3 Easy Declarative Implementation Using Sampo-UI

The Ul was implemented using a new declarative version of the Sampo-UI frame-
work®. Here the UI with its components can be created with little programming
by using a set of configuration files in JSON format in three main directories:
1) configs. JSON files configuring the portal and its perspectives. 2) sparql.
SPARQL queries referred to in the configs files. 3) translations. Translations
of things like menu items and labels for different locales. When creating a new
UI configuration, existing UI components, such as those for the facets and visu-
alization tabs, can be re-used, and the system can also be extended with new
components. Sampo-UI has been found handy to use in practise, and it has been
used to create some 15 portals in the Sampo series® [5] of LOD systems.

4 Related Works and Contributions

Parliamentary debate datasets have been created from the both historical and
contemporary parliaments [11]. The data is typically modelled as documents

5 Open code and documentation: https://github.com/SemanticComputing/sampo-ui.
5 For a full list of Sampo systems see: https://seco.cs.aalto.fi/applications /sampo/.


https://github.com/SemanticComputing/sampo-ui
https://seco.cs.aalto.fi/applications/sampo/

Integrating Faceted Search with Data Analytic Tools 19

Parlamenttisampo Q PUHEENVUOROT v ‘ HENKILOT H PALAUTE INFOv  OHJEET

Henkilit ) )«— People perspective selected -

Valtorstodattimet  PEESYTl | = ¢
TAULUKKO  PIIRAKKA/PYLVASKAAVIO  ELINVUODE
.

Rajaa: -
* Life chart tab selected

Nl © ~l =

By clickingon an
arrow corresponding
"I MPs can be studied

Party facet: Centre
Party selected

en kansanpuolue [214]

Fig. 2. Using the People perspective of PARLIAMENTSAMPO to study the movement of
507 MPs of the Centre Party from their place of birth to place of death. (Color figure
online)

using XML-based formats, such as parla-CLARIN [4] and ParlaMint [3]. Linked
data has been used before for modelling and publishing speeches of the Euro-
pean Parliament (LinkedEP) [14], the Latvian parliament [2], the Italian Par-
liament”, and in the historical Imperial Diet of Regensburg of 1576 project [1].
The contribution of our paper is to demonstrate novel ideas in the UI design
for parliamentary DH research: 1) seamless integration of faceted search with
data analytic tools for DH problem solving and 2) easy implementation of the
UI based on declarative configurations and re-use of existing components. Pub-
lished on February 14, 2023, the portal was used by some 3000 users in ten days.
More information, links, videos, and publications related to PARLIAMENTSAMPO
data services and the portal can be found on the project homepage®. PARLIA-
MENTSAMPO is based on and is part of the Finnish Linked Open Data infras-
tructure LODI4DH? [6].
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Abstract. The number of publicly accessible knowledge graphs is
increasing and so are their applications. Knowledge graphs may con-
tain private data and need to be protected against unauthorized access.
There are different approaches for access control to knowledge graphs,
e.g., user-based or policy-based. User-based access control can be hard
to maintain in systems with hundreds or even thousands of users. In
contrast, policy-based approaches use rules to decide whether the access
should be granted or denied. ODRL is designed for licensing but also used
for policy-based access control. Hence, the evaluation of access policies is
not defined and no external data can be considered during the decision-
making process. Policies can be seen as integrity constraints and, hence,
it is natural to specify them in SHACL; the semantics of SHACL vali-
dation are well-defined. SHACL-ACL demonstrates how SHACL can be
utilized in a policy-based access control approach. Furthermore, utilizing
RML mappings, SHACL-ACL is capable of considering data from vari-
ous heterogeneous sources for the policy evaluation, e.g., JSON data from
Web APIs. The demo is available as an interactive Jupyter notebook.

Keywords: Access Control - Privacy - SHACL

1 Introduction

Knowledge graphs are used more and more to publish data on the Web [7]. The
data of a knowledge graph is commonly expressed in the Resource Description
Framework (RDF) [11,12]. When it comes to sharing private data over the Web,
security comes into play. Solid Pods [1] are one possibility to control the access
to one’s private data. Solid relies on OpenlD [15] and usually grants access to
a resource on a per-user basis, i.e., for each resource, the access rights of each
user need to be set. In contrast, access policies define conditions for the access,
e.g., access is granted during the night or on rainy days. The Open Digital Rights
Language (ODRL) [8] is designed with licensing in mind but also used for access
control in some projects [4,5]. Since the access is granted when all access policies
are fulfilled, access policies can be seen as integrity constraints for access control.
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Fig.1. The SHACL-ACL Architecture. With the use of RML mappings, data
from various heterogeneous sources are semantified into a virtual knowledge graph
(KG). The virtual knowledge graph is then validated against the access control policies
specified in SHACL. If all requirements are met, the SPARQL query is executed. After
the execution of the query, the query result is presented to the user.

This paper demonstrates SHACL Access Control Lists (SHACL-ACL), a
framework able to grant access to RDF knowledge graphs based on access con-
trol policies defined in the Shapes Constraint Language (SHACL) [10]. While
the evaluation of ODRL policies is not explicitly explained in the specification,
the semantics of SHACL validation are well-defined [2]|. Since ODRL is designed
for licensing instead of access control, only data from the policy or known to the
evaluation system can be considered during the evaluation of ODRL policies.
SHACL-ACL overcomes this limitation by utilizing the RDF Mapping Language
(RML) [3] to create a virtual RDF knowledge graph on the fly. This allows
the consideration of external data, e.g., JSON data from a Web API, during
the decision-making process. Hence, decisions can be based on up-to-date data.
The virtual knowledge graph is then evaluated by a SHACL validator; following
the known semantics for SHACL validation. If all requirements are fulfilled, the
access to the resource is granted. Once the access is granted, a SPARQL query
posed by the user can be executed and the results presented.



24 P. D. Rohde et al.

2 Access Control with SHACL

As mentioned in the introduction, access control policies can be seen as integrity
constraints for access control. Hence, SHACL can be used for controlling the
access to RDF knowledge graphs. The SHACL-ACL architecture for controlling
the access to RDF sources for the execution of SPARQL (SPARQL Protocol
And RDF Query Language) [13] queries using access control policies defined in
SHACL is shown in Fig. 1. Once the user poses a SPARQL query to the system,
the access control policies need to be checked. Since SHACL requires the data to
be validated to be in RDF, first, a virtual knowledge graph is created from various
heterogeneous sources that contain the data necessary for the policy checking.
The creation of the virtual knowledge graph utilizes RML mappings to semantify
the data sources on-the-fly. Then a SHACL validator is used to check the virtual
knowledge graph against the policies. After checking the policies, a decision is
made whether the query can be executed. If all requirements are met, the access
is granted and the query engine executes the query. If not, the access is denied
and an error message is returned to the user.

The architecture presented in Fig. 1 can be implemented using existing tools.
The provided implementation! relies on the SDM-RDFizer 9] for creating the
virtual knowledge graph. The SHACL validator used is Trav-SHACL [6]. For
executing SPARQL queries, the federated query engine DeTrusty [14] is utilized.
These tools are state-of-the-art and implemented in Python.

3 Demonstration of Use Case

To demonstrate the application of SHACL-ACL2, an access control policy is
defined in SHACL as well as a SPARQL query over the data from the World
Bank. The World Bank knowledge graph comprises 250,097,215 RDF triples
stating per year and country the value of several indicators, e.g., life expectancy,
population, inflation, and age distribution. The knowledge graph contains the
data for 1,436 different indicators for 265 countries covering the years 1960 to
2021. The average number of indicators per country per year is 711.225 which
implies that not all indicators are recorded for all countries for all years. One rea-
son is that some indicators are not yet available for 2021, e.g., the life expectancy
in Germany. The query for the demonstration retrieves the life expectancy in
Germany for the last three years available, i.e., 2018 to 2020. The access control
policy considers local conditions, i.e., conditions of the machine of the user like
CPU usage, available RAM, and local time. Additionally, the weather condi-
tions in Hannover (Germany) are considered. ¢ the CPU usage is below 30%, i
at least 80% of RAM are available, 74 it is night time, i.e., 7 pm to 6 am, v
the temperature in Hannover (Germany) is below 25°C, and v the humidity in
Hannover (Germany) is at least 75% (see Table1).

! The code is available at https://github.com/SDM-TIB/SHACL-ACL.
2 The live demo is available at https://mybinder.org/v2/gh/SDM-TIB/SHACL-ACL/
HEAD?labpath=SHACL-ACL.ipynb.
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Table 1. Access Control Policy and Simulated Data Overview. Data values for
the current conditions use case are omitted since they depend on the time of execution.

Policy Invalid Conditions | Valid Conditions
Time 19:00:00 to 06:00:00 | 09:09:09 20:15:36
CPU Usage <30% 0.4% 20.5%
RAM Available | >80% 50.50% 86.21%
Temperature <25°C 0.6°C 9.1°C
Humidity >75% 99% 87%

Current Conditions. The first use case collects the current conditions of the
machine executing the demonstration and gathers the current weather data of
Hannover (Germany) via a Web API. For this, a modified version of the SDM-
RDFizer [9] is used. The modifications include data collection from Web APIs
as well as returning a virtual knowledge graph instead of a file containing the
RDF triples. The virtual knowledge graph is validated against the access control
policies mentioned above using Trav-SHACL [6]. This use case demonstrates the
capability of gathering live and external data for the policy evaluation. Since the
result of the decision-making process cannot be guaranteed, two additional use
cases with static data are presented.

Invalid Conditions. This use case uses static data for the policy evaluation that
is known to violate the access control policy (see Table1). More precisely, the
time in the data is 9 am and only about 50% of the RAM are available. Hence,
the time and memory policy are violated. All other conditions are met. Due to
the violations, the access is denied and the query is not executed. An error is
returned stating that the access was denied.

Valid Conditions. The static data for this use case ensures that the policy
evaluation succeeds without any violations, i.e., all the constraints are fulfilled
(see Table 1); it is night time, the machine is under a low load, and it is cold and
humid in Hannover (Germany). Since no violations are detected, SHACL-ACL
grants access to the World Bank knowledge graph and the SPARQL query is
executed. After the execution of the query, the query result is shown to the user
presenting the life expectancy in Germany for the last three years (in the data).

4 Conclusion

SHACL-ACL demonstrates the use of SHACL as a language to define access
control policies which can be seen as integrity constraints. In contrast to ODRL,
SHACL is defined for validating constraints over KGs. Additionally, the use of
RML mappings allows to generate a virtual KG from various heterogeneous
sources, i.e., local and external. SHACL-ACL relies on widespread concepts that
are well-known in the Semantic Web community and is capable of controlling
the access to resources on the Web, e.g., a SPARQL endpoint with private data.
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Abstract. Supply Chain Risk Management focuses on the identification, assess-
ment and management of disruptive events that can affect companies, transport
routes and resources involved in critical goods supply chains. Modern supply
chains consist of interconnected components that can be complex and dynamic
in nature. In this demo, we present our system for analysing the resilience of
supply chains for crisis relevant products. A dependency Bayesian Network is
automatically generated from relevant information about the supply chain main-
tained in a Knowledge Graph. The main objective of the proposed approach is
the early identification of bottlenecks and timely prediction of the consequences
of probable disruptions of the network.

Keywords: Supply chain resilience - Knowledge Graph - Bayesian Network -
Crisis management + Automatic bottleneck identification

1 Context and Motivation

Recent disruptive events like COVID-19 or the Suez canal obstruction in 2021 showed
how vulnerable our society and economy are to unforeseen disruptions of supply chains
[1]. Due to a strong globalisation, modern supply chains became very complex, span-
ning multiple countries or even continents, involving longer transport distances and
globally distributed suppliers. They depend highly on interconnected and tightly syn-
chronized networks of a dynamic nature. Disruptions from an event affecting one sub-
network of the system can have costly and sometimes disastrous cascading effects on
the whole supply chain.

Together with critical public safety organisations, we are developing ResKriVer!,
a crisis management platform and services offering relevant, interconnected and high-
quality information for a wide range of crisis scenarios. The main aim of the platform is
to provide crisis teams with the best possible overview for assessing the current situation
and communicating it to the population. The demonstrator “Supply with substitutable
Goods and Resources” focuses on the reliability of supply networks for crisis relevant
goods and resources. The central objective is the assessment and management of threats

! reskriver.de.
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and events that can affect the network and the early identification of bottlenecks. The
platform is constantly enriched with necessary information about supply chains of crisis
goods, such as manufacturers, production capacities, importers and transport routes. If a
supply shortage is predicted by the system, suggestions for possible product substitutes,
transport routes, or alternative manufacturers will be generated.

In ResKriVer knowledge is captured semantically based on an ontology we devel-
oped using a modular approach. As upper-level ontology we use the PROV Ontology
(PROV-0) [3] and the Basic Formal Ontology (BFO) [2] and for the mid-level the
Common Core Ontologies (CCO) [8], a suite of ontologies describing generic classes
across all domains of interest. In addition to the knowledge graph (KG), we developed
an extended Bayesian Network approach (BN) to analyze supply chain disruptions, this
network is automatically generated from the KG. Bayesian Networks have proven to be
a powerful tool to model and analyze supply chain disruptions under uncertainty con-
ditions [5,6]. Approaches combining KGs and BNs have been proposed recently for
Knowledge Graph inference [10, 11] and collaborative recommendation [7]. In order to
take advantages of both worlds, we propose a new approach and tool called ReSCA
(Resilience of Supply Chain Analyzer) combining the flexibility of Knowledge Graphs
with the computation power of Bayesian Networks. Our knowledge on supply net-
work can be continuously extended and adapted by new findings through the KG, the
Bayesian Network structure can then be extracted from the KG in order to make timely
predictions.

2 ReSCA Knowledge Graph Representation

A supply chain is the network of individuals, organizations, activities and resources
involved in the production and transport of goods from a supplier to an end customer.
A disruption will affect a specific supply chain if it affects one of the activities and
components involved in it. Based on this definition, we consolidated a set of high-
level entities and their relations for describing supply chains of crisis goods and their
disruptions and shown in Fig. 1.
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Fig. 2. A subset of the Knowledge Graph describing the supply chain of FFP2 masks

Our basis for the knowledge representation was the consolidated high-level entities
and their counterpart PROV-O Starting Point classes: prov:Entity, prov:Activity and
prov:Agent [3]. We mapped those through BFO to a useful set of the CCO ontologies,
namely: the Event, the Agent and the Artifact ontologies. For the mapping, we extended
the alignment between PROV-O and BFO proposed in [4] for core classes.

Figure 2 shows a subset of the Knowledge Graph describing activities and entities
involved in the supply chain of the pandemic relevant product FFP2 mask. Disrup-
tions can affect any element of the subgraph. For instance, a material bottleneck can
affect a production activity and the closing of borders a transport one. We show in the
next section how information from the KG can be used to generate the corresponding
Bayesian Network.

3 Bayesian Network Extraction and Impact Factor Calculation

In order to enable a dynamic extraction of the Bayesian Network from the KG, we
defined a set of object properties expressing the notion of dependency. We extended the
PROV-O properties under prov:influenced as follows:

Ml prov:influenced |
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The Bayesian Network for the pandemic relevant product FFP2 mask is displayed
in Fig. 3. We extract its basic structure automatically by querying the KG for all activ-
ities, agents and entities involved in the supply chain of a given crisis relevant product
together with their dependency relationships.

Two impact factors are defined. These are the Bayesian Impact Factor (BIF) and the
Node Failure Impact Factor (NFIF) [9]. BIF and NFIF are both ratios used to evaluate
the impact of disruptions on system reliability. BIF measures how much a disruption
affects a node’s reliability by comparing its reliability with and without a disruption,
while NFIF compares the system’s reliability with and without the failure of a specific
node. By analyzing BIF and NFIF results, we can identify critical nodes and bottle-
necks that significantly reduce system reliability if they fail. Those are highlighted in
the graph with a blue or orange frame based on the threshold exceeded as shown in
Fig. 3. Node reliability reflects nodes ability to operate efficiently, regardless of other
nodes in the network, while the probability of node failure is determined by internal
failures, disruptions, and parent node failures. In the graph, the probability of the last
node is the most important as it represents the probability of the entire system operating
well. Node reliability is initially obtained from the knowledge graph, and the probability
of disruptions is randomly generated within a range of 0.0 to 0.05.
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Demonstration

In this demonstration, visitors will be able to use the interface to enter disruptions,
the system will compute the network’s overall score and point out bottleneck nodes.
We will provide guidance and example scenarios. A demo video can be found at:
https://owncloud.fokus.fraunhofer.de/index.php/s/4ux8YvusxrA2gqx. For users inter-
ested in the models and RDF data behind the demo, we will provide access to the
SPARQL endpoint and the Knowledge Graph visualisation.
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Knowledge Graphs (KGs) like Yago, DBPedia and Freebase form the backbone
of many applications ranging from search engines, business intelligence to ques-
tion answering. The RDF data model is the most common way to represent the
KGs. They comprise subject-predicate-object (SPO) triples where subjects and
predicates are resources, while objects are either resources, e.g., ElvisPresley,
or literal values like strings, numbers, and dates. Thus, a KG has subjects and
objects as its nodes, connected by relations as directed edges. KGs can be queried
using SPARQL, with Basic Graph Patterns (BGPs) at its core. As RDF graphs
typically lack a prescriptive schema, their structure may be complex. This makes
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Abstract. Exploring Knowledge Graphs (KGs, in short) to discover
facts and links is tedious even for experts with knowledge of SPARQL due
to their unfamiliarity with the structure and labels of entities, classes and
relations. Some KG applications require finding the connections between
groups of nodes, even if users ignore the shape of these connections. How-
ever, SPARQL only allows checking if paths exist, not returning them.
A recent property graph query language, GPML, allows also returning
connecting paths, but not connections between three or more nodes.
We propose to demonstrate RELSEARCH, a system supporting
extended SPARQL queries, featuring standard Basic Graph Patterns
(BGPs) as well as novel Connecting Tree Patterns (CTPs); each CTP
requests the connections (paths, or trees) between nodes bound to vari-
ables. RELSEARCH evaluates such extended queries using novel algo-
rithms [2] which, unlike prior keyword search methods, return connec-
tions regardless of the edge directions and are independent of how we
measure the quality (score) of each connection. We will demonstrate
RELSEARCH’s expressivity and efficiency using a variety of RDF graphs,
user-selected score functions, and search exploration orders.
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Fig. 1. Sample KG (left), and RELSEARCH demo screenshot (right).

it difficult for users to query KGs when they ignore the structure of the relation-
ships between node groups that interest them. For example, consider the KG in
Fig. 1. A journalist may be interested in finding the connections between three
groups of nodes: (i) US entrepreneurs, (i4) French entrepreneurs and (¢i¢) French
politicians, regardless of the structure and directionality of these connections.
Current graph query languages, e.g., SPARQL, do not support expressing such
a query, which is however useful when combining some criteria users have in
mind (“US entrepreneurs”, etc.) with graph structure discovery.

We propose to demonstrate the RELSEARCH system, enabling users to
explore a KG, even when they cannot specify the exact labels or structure of these
connections. RELSEARCH (i) extends the SPARQL syntax to support Connect-
ing Tree Patterns (CTPs) alongside BGPs, (i) efficiently executes the extended
queries, and (ii7) allows users to customize results by freely choosing the scor-
ing function to use for ranking CTP results (thus, the extended query results),
and several filters on their results. Scoring is important, because some paths are
much more interesting than others, e.g., the journalist asking the above query
is more interested to find that “Elon” is a parent of “Doug”, than to find both
are French (which was specified in the query). Being orthogonal wrt the score
function is important, since it has been shown [4] that different applications and
information needs are best served by different functions. These may privilege:
node closeness, semantic coherence (or, on the contrary, diversity) on the edge
labels in the connection, ranks of nodes along the connections, etc.

2 Framework: Extending SPARQL for Connection Search

SPARQL queries may contain BGPs and/or Property Path Queries (PPQs). A
BGP is a set of triple patterns, each of whose components may be a variable or
a constant (URI or literal); BGP triples are connected by shared variables. A
PPQ is a regular path query over the RDF graph; it allows checking (only) the
presence of paths whose labels (property) match a regular expression, between
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query variables. Note that a PPQ does not allow the any regular expression, and
can only combine user-specified properties. We extend SPARQL as follows:

CT Pattern. A connecting tree pattern (CTP, in short) is a tuple of the form:
g = (91,92, -, Ym, Vm+1) where each g;, 1<i<m is an URI or a variable and
Um+1 18 a variable. All variables g1, ..., gm,Um+1 are pairwise distinct.

CTPs are used to find connections among nodes: when replacing each g; with
a graph node, v, 11 is bound to a subtree of G, having the g;s as leaves. Formally:

Set-Based CTP Result. Let ¢ = (g1,---, gm,Vm+1) be a CTP pattern and
Si,...,Sn be sets of G nodes, called seed sets. The result of g based on
S1,..+,Sm, denoted ¢(S1,...,Sm), is the set of all (s1,...,8m,,t) tuples such
that s1€ 51, ..., sm€ Sy, and t is a minimal subtree of G containing the nodes
S1y..-,8m. Here, minimal means: (i) removing any edge from ¢ disconnects it
and/or removes some s; from ¢, and (i7) ¢ contains only one node from each S;.

Extended Query. An extended query (EQ) consists of SPARQL BGPs, PPQs
and/or CTPs. Its semantics is as follows. (i) When a g; variable from a CTP
appears also in some BGPs and/or PPQs, the respective seed set S; is formed
of all the nodes that (as per SPARQL semantics) match, simultaneously, the
respective BGPs and PPQs. If a CTP variable g; does not appear in any other
place in the query, S; consists of all the nodes in the KG. (i7) The EQ result is
obtained by joining the BGP/PPQ results (seen as a table, binding variable to
nodes) with the set-based results of all the CTPs in the EQ.

For example, Fig.1 shows the EQ seeking the connections between US
entrepreneurs, French entrepreneurs and French politicians (at the top right).
On the KG shown at left, the RELSEARCH screenshot in Fig.1 also shows a
sample connecting tree, matching the variable 7w.

Our CTPs consider the graph undirected. This ensures that we do not miss
any connections just because edge directions are not aligned. In our example,
the CTP result connecting “Alice”, “Falcon” and “Carole” via “National Liberal
Party” and “OrgC” can only be found by considering edges in both directions.

CTP Filters. A CTP can have a very large number of results. Consider a KG
of 2N triples over N +1 nodes (labeled 1, 2, and so on). Each node i is connected
to ¢+ 1 by a triple whose property is a, and to the node ¢ — 1 through a property
b. If v; is bound to 1 and vy to N+1, the CTP (v1,v2,v3), asking for all the
connections between the end nodes, has 2V solutions, or 2/Z1/2, which grows
exponentially in |E| = 2N, the number of KG triples. Observe that if we allowed
only unidirectional paths, there would be only N +1 results, rooted at each node.
Thus, matching CTPs regardless of the edge direction may drastically increase
the number of CTP results; in some cases, computing all the CTP results may
be unfeasible. To control the amount of effort spent evaluating CTPs, we also
provide a set of orthogonal filters which allow to restrict set-based CTP results.
Specifically, adding UNI for a CTP indicates that only wunidirectional trees are
sought, that is: a tree t, as in Definition 2, must have a root node, from which a
directed path goes to each seed node in ¢. Specifying a set of labels {l1,ls,...,lx}
for a CTP indicates that the edges in any result of that CTP must have labels
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from the given set. Indicating a MAX n for a CTP indicates that only trees of at
most n edges are sought. Further, a score function o can be used to assign a
real number o (t) (the higher, the better) to each connecting tree, measuring their
interestingness to users. Using TOP k, one can restrict the CTP result to those
having the k-highest o scores. Finally, a practical way to limit the evaluation of
a CTP is to specify a timeout T, that is, a maximum allowed evaluation time.

3 System and Demonstration Scenario

RELSEARCH relies on the ConnectionLens [3] system for storing the KG in a
PostgreSQL table graph(gID, s, p, o), heavily indexed. RELSEARCH extends a
SPARQL parser to incorporate the CTP atoms. The query execution engine is
implemented in Java 11; the CTP evaluation algorithms [2] are integrated within
ConnectionLens; BGPs are evaluated within Postgres.

We demonstrate RELSEARCH over two real-world datasets, a 6M edges subset
of YAGO3, and a 18M edges subset of DBPedia. Users write their own queries
and inspect the results, including connections shown as trees in the GUI. They
can also select multiple filters for the CTPs — changing the number of results
shown, the score function to be used to rank the trees, any specifications of
permitted labels, direction of edges in the results and also limit the size of the
results. https://team.inria.fr/cedar/projects/relsearch/ outlines our demo.

4 Related Work

Many works address KG exploration; a recent categorization can be found in
[7]. Such works have focused on: graph summarization, query by example, query
suggestion and refinement, etc. Keyword search systems over KGs [8,9] return
trees connecting nodes matching user-specified keywords. However, users cannot
specify more conditions on nodes to be connected, e.g., “is of type Person, has
age <20, and their name matches Jane”. Symmetrically, query languages do not
currently support searching for connecting trees. SPARQL allows checking for
(but not returning) paths connecting nodes; property graph languages such as
GPML (not implemented) [5] and Neo4j’s Cypher return paths, however, the
latter does not scale [2]. RPQProv [6] uses recursive SQL to return path labels;
JEDI [1] returns unidirectional paths (only). Going beyond paths, RELSEARCH
combines SPARQL’s expressive power with the ability to return trees connecting
an arbitrary number of node sets, traversing edges in any direction, independent
of a scoring function.

Acknowledgments. This work has been funded by the AI Chair SourcesSay (ANR-
20-CHIA-0015-01) project.
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Abstract. Demand for accountability is increasing, driven by the
growth of open data and e-governments. Accountability requires spe-
cific and fairly accurate information about people’s responsibilities and
actions. Studies on data quality or FAIRness do not have a specific focus
on that aspect. Therefore, we describe our approach to evaluate the
accountability of several knowledge graphs of the LOD cloud and the
results obtained.

Keywords: Knowledge graphs - RDF graphs * Accountability

1 Introduction

Designing systems enabling individuals and institutions to be held account-
able is increasingly important [6], especially as it enhances trust in the data.
Dataset accountability means that “there is sufficient information to justify and
explain the actions” on the dataset, “in addition to descriptive information and
information on the people responsible for it” [4]. Concerning Knowledge Graphs
(KGs), many works look for meta-information, either for evaluating some qual-
ity aspects [2,7] or conformance to recommendations, such as FAIRness [1,5].
None of them focuses specifically on accountability as a whole. They consider
some elements of accountability but do not take into account all the elements
required by it. For example, FAIRness requires meta-information such as creators
but accountability goes further requiring affiliation and contact information of
creators for instance.

Therefore, in this paper, we aim to conduct an evaluation of the account-
ability of KGs. For datasets in general, precise requirements are expressed as
questions by the LiQuID metadata model [4]. It has been validated based on a
real-world workload that relies on existing regulations and an expert survey. The
use of this model and questions to evaluate KGs requires (i) adapting the hierar-
chical model and questions to KGs, (ii) expressing the questions into SPARQL
queries, (iii) querying the KGs, (iv) computing accountability scores that can
be detailed according to different levels of the hierarchy. These steps are illus-
trated by Fig. 1 and detailed in the next sections. Notice that we use the IndeGx
framework [3]. This SPARQL-based test suite proposes several functionalities.
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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We only use it as an engine to submit multiple queries to many KGs, and to
store the results in RDF, without querying its index. For further information,
all our evaluation material and results are available on Github!.

LiQulD Scope of our work "\ IndeGx motor @
_ -V
questions Adaptation | adapted questions .| Translation [SPARQL| -
hierarchy to KGs and hierarchy 7 | to queries queries
) ‘ @
Accountability scores ¢ |Aggregation | Results|True/False
(RDF format) of results (RDF format) SPARQL
) endpoints

Fig. 1. Process to Define and Measure Knowledge Graph Accountability

2 Adaptation of LiQulD and Translation into Queries

LiQulD relies on a hierarchical structure: first, the steps of a dataset’s life cycle,
then the different question types (who, when, etc.) and finally the types of infor-
mation (description, justifications, etc.). The authors provide an exhaustive and
explicit list of questions to describe each leaf of this hierarchy, and so, what must
be provided to be considered accountable.

Adaptation. Ideally, to assess the accountability of a KG, all this hierarchy
and associated questions should be considered. However, not all of them can be
adapted to KGs and translated into SPARQL queries, as shown by the compar-
ison between LiQulD and the two metadata models Dublin Core and PROV [4].
Indeed, a lack of expressivity of the vocabularies prevents many questions from
being translated into queries or often induces a loss of precision (e.g. inability
to distinguish between data collection and data processing steps). Faced with
these difficulties, we decide to consider only questions that are compatible with
the current vocabularies of semantic web. For instance, we only keep the field
“description” of the last level of LiQulD, removing too specific questions such
as “Why is it ethical to create a dataset for this cause?”. Therefore, we only
keep a part of the LiQulD hierarchy, shown in Fig. 2, which leads us to consider
a core set of 25 LiQulD questions (out of 207). These questions are adapted,
as faithfully as possible, to the context of KGs, and made more precise. For
instance, “Who has used/can use the published data set?” splits into “Who has
the right to use the KG?” and “Who is intended to use the KG?”. It results into
30 questions: 5 for Data Collection, 5 for Data Maintenance and 20 for Data
Usage.

! https://github.com/Jendersen/KG _accountability.
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Fig. 2. Hierarchy Classifying Accountability Questions Adapted from LiQulD [4]

Translation. Finally, all the questions are translated into SPARQL queries.
Ten vocabularies of reference are chosen regarding their pertinence, let them be
specific to describe datasets (VoID, DCAT, SPARQL-SD, DatalD and DQV),
more general (the Dublin Core, FOAF and schema.org), or focusing on prove-
nance (PROV-0O and PAV). Each query uses all coherent properties and classes
of these vocabularies to be as complete as possible. For instance, a query ask-
ing for a publisher accepts all publisher-like properties (using the Dublin Core,
schema and PROV), see Listing 1.1. An important point about our approach is
a strict interpretation and translation of questions into queries. This leads us to
be very demanding as for the way KGs express metadata: we look for metadata
explicitly linked to the IRI of the KG to ensure that the information is actually
about the KG. To identify it, queries look for an entity of class Dataset which
is linked to the URL of the endpoint interrogated. If the KG does not provide
such an IRI, it will not answer any of our queries.

Listing 1.1. Query Associated with “Who publishes this dataset?”

PREFIX dct: <http://purl.org/dc/terms/>
PREFIX dce: <http://purl.org/dc/elements/1.1/>
PREFIX schema: <http://schema.org/>
PREFIX prov: <http://www.w3.org/ns/prov#>
ASK { # <kg> is the KG IRI obtained by a preliminary query.
{<kg> dct:publisher ?publisher .}
UNION {<kg> dce:publisher ?publisher .}
UNION {<kg> schema:publisher ?7publisher .}
UNION {<kg> schema:sdPublisher ?publisher .}
UNION {<kg> prov:wasGeneratedBy 7act
7act a prov:Publish
7act prov:wasAssociatedWith ?publisher .3} }

3 Querying KGs and Aggregating Accountability Scores

To query numerous KGs, the framework IndeGx is used. To determine whether
a KG contains the necessary information for accountability, we use ASK queries,
ensuring that we get a True result if the information is present and a False
otherwise. We embed the set of queries previously defined into the framework
and configure the format of the results to be Data Quality Vocabulary (DQV).
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The metric of accountability is defined as follows. If a query obtains the
result True (meaning the information is in the knowledge graph), the queried
KG gets a score of 1 for the associated question, and 0 otherwise. To determine
the score on each aspect of the hierarchy, each question has a weight, showing
its relative importance. We assume original LiQulD queries to be weightened
to 1. When such a question is replaced by n (more precise) questions, their
respective weights is set to % Therefore, for a leaf of the hierarchy, the score
of accountability on that aspect is the weighted average of the score obtained
on each question. For the other elements of the hierarchy, we determine their
score by recursively computing the (non-weighted) average of the score on the
elements underneath. A fine analysis is possible as all the scores are available,
including those obtained for each question and the intermediate ones.

4 Experiments

Each knowledge graph is queried at three different time points. Only the results
of the last experiment for which it was available are kept. Among the 670 queried
knowledge graphs, we keep those which have answered and provided their own
IRI. We only get 29 KGs. This result is in line with [3]: only a few KGs provide
their own IRI and thus a self-description.

Considering these 29 KGs, Fig. 3 shows their overall accountability with the
scores detailed on the three lifecycle steps. Our evaluation of accountability
allows to discriminate between them, with values distributed between 2.2% and
44%, with a mean and median of 22%. On average, KGs are more accountable
on Data Usage than on Data Collection, than on Data Maintenance. In addition,
the results enable to compare KGs in more detail using a radar chart?.

Regarding our evaluation, one must keep in mind that some meta-information
may be provided by KG producers outside of the KG itself, for instance on its
web page. It can also be inside the KG, but in such a way we did not identify the
IRI of the KG: if it is not related to the URL of the endpoint nor to an entity
of type Dataset. In any case, the meta-information is not detected and therefore
not considered. While this may penalize some KGs, it points out the fact that
they are less accountable because information is less accessible.

Concerning the measure itself, it is important to notice that some queries
never succeed, 9 out of 30. A part of them is due to some strict choices we made
that resulted in over-constrained queries. The rest is due to a lack of information
provided by the KGs.

2 https://github.com/Jendersen /KG_accountability /tree/main /results.
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Fig. 3. Accountability of Knowledge Graphs

5 Conclusion

Our assessment of knowledge graphs accountability highlights the weaknesses
of many KGs regarding accountability, even if the requests for certain informa-
tion is very common. The obtained low or no scores show that there is room
for improvement, and the presence of good ones shows that linked data is very
suitable for accountability. Our measurement is detailed enough to help any KG
producer to precisely identify missing information and therefore to improve on
these aspects. Having started with a strict interpretation of the questions, we
plan to relax some queries and introduce gradations in the definition of account-
ability requirements.

Acknowledgments. This work is supported by the ANR DeKaloG (Decentralized
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Abstract. In recent years, relational databases successfully leverage
reinforcement learning to optimize query plans. For graph databases and
RDF quad stores, such research has been limited, so there is a need to
understand the impact of reinforcement learning techniques. We explore
a reinforcement learning-based join plan optimizer that we design specif-
ically for optimizing join plans during SPARQL query planning. This
paper presents key aspects of this method and highlights open research
problems. We argue that while we can reuse aspects of relational database
optimization, SPARQL query optimization presents unique challenges
not encountered in relational databases. Nevertheless, initial benchmarks
show promising results that warrant further exploration.
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1 Introduction

Optimizing the order in which database management systems execute joins is a
well-studied topic in database literature because it heavily influences the perfor-
mance characteristics of queries [11]. SPARQL endpoints over consistently evolv-
ing datasets, like Wikidata, can benefit from an algorithm that optimizes queries
based on previous experiences. Different signals exist to inform an appropriate
choice of join order, such as cardinalities. One such signal is previous experi-
ences. We use previous experiences as a predictor to produce better join plans
for future queries.

In recent literature, reinforcement learning(RL)-based optimizers that use
greedy search procedures, guided by a learned value function, achieve impressive
results in relational databases. Neo [5] shows that learned optimizers can match
and surpass state-of-the-art commercial optimizers.

In SPARQL, machine learning is primarily used to predict query perfor-
mance. These approaches [2,3,12] use supervised machine learning with a static
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dataset of query executions. Learned query optimizers use reinforcement learn-
ing to dynamically generate training data, complicating the use of existing query
performance prediction methods. The April [10] optimizer uses reinforcement
learning for query optimization, with a one-hot encoded [6] feature vector denot-
ing the presence of RDF terms in joins. However, the paper does not report any
performance characteristics.

We fill this gap in the literature by exploring a fully-fledged RL-based query
optimizer for SPARQL join order optimization on SPARQL endpoints. End-
points query over the same dataset, likely making the previous experience signal
stronger for join order optimization. We model our approach after the RTOS
[11] optimizer for relational queries, which uses Tree-LSTM neural networks [9]
to predict the expected latency of a join plan.

2 Method

To iteratively build up an optimized join plan, the RL-based optimizer greedily
adds the join that minimizes the estimated query execution time at each iter-
ation. For the first iteration, we have the result sets of all triple patterns, and
in each subsequent iteration, we join two result sets. We estimate the execu-
tion time of the query using a neural network, which we train to minimize the
mean squared error between predicted and actual query execution time. We feed
a numerical representation of the current join plan as an input to the neural
network.

Join Plan Representation. Like in the optimizer RTOS [11], we represent
join plans as a tree that we build from the bottom up. Each leaf node repre-
sents the result set of a triple pattern, and internal nodes represent join result
sets. We represent result sets using their cardinality, the presence and location
of variables, named nodes and literals, and a vector representation of the pred-
icate. We learn the predicate representation vectors by applying the RDF2Vec
[7] algorithm to the RDF graph.

RDF2Vec generates learned vector representations of RDF terms that encode
information on what RDF terms co-occur often. RDF2Vec first generates random
walks on the input RDF graph, then for each random walk, it randomly removes
an RDF term and trains a neural network to predict the missing term. The
weights obtained during the model training are the feature vectors of the RDF
terms in the graph. RDF2Vec does not learn variable representations because
an RDF graph has no variables. The subject and object of triple patterns are
often variables, so we do not encode named nodes in these positions. We obtain
the representations for intermediate joins by applying an N-ary Tree-LSTM 9]
neural network on the result sets representations involved in the join. These rep-
resentations are optimized during training, thus allowing the model to determine
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which features of the result sets involved in the join are important. Finally, at
the (partial) join plan root node, we apply the Child-Sum Tree-LSTM network
[9] to all unjoined result sets to obtain the numerical join plan representation.

Data Efficiency and SPARQL-Specific Adjustments. Data generation
using query execution is slow; we account for this by applying two data efficiency
techniques. First, we include a time-out set according to existing optimizers. We
effectively truncate our optimization variable while ensuring the optimal query
plan will not reach the time-out. Second, we use experience replay [4] to store
previous (expensive) query executions and reuse them for training.

Relational RL-based optimization approaches use one-hot encoding [6] of
database attributes to create feature vectors. However, large graphs like Wiki-
data can contain over 100 million unique entries. One-hot encoding that many
attributes would create unwieldy vectors and degrade performance. To improve
scalability, we do not use one-hot encoding in our approach, instead, we use
feature encoding techniques to capture state information in fixed-size vectors.

Open Challenges. We have not found a way to encode connections between
triple patterns. To encode all information in the query graph, these encodings
should reflect the possible connections between triple patterns, like object-object,
subject-subject, object-subject, and subject-object. Which makes using a sim-
ple adjacency matrix infeasible. Furthermore, our approach can only optimize
basic graph patterns; in future work, this approach should be extended to more
complex SPARQL query operations. Finally, we do not learn feature representa-
tions for variables; to enrich our triple pattern representation, we should encode
variables based on the other RDF terms in the triple pattern.

3 Initial Experiments

We implement our optimizer in the TypeScript-based Comunica query engine [§]
and compare it to the default cardinality-based optimizer. We use the WatDiv
benchmark [1] to test our method, and show the performance characteristics of
a preliminary version of the model. Table 1 shows that the model can find better
plans for 7 templates, which we believe we can improve using the data efficiency
and SPARQL-specific adjustments mentioned in Sect. 2. The search time of our
method is significantly longer than the standard comunica optimizer. However,
we run these benchmarks on a dataset with only about 100,000 triples. For
large RDF graphs, like Wikidata, we expect that the execution of the join plan
dominates the total query execution time.
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Table 1. Comparison of the query optimization and plan execution time, in seconds,
of a previous version of our optimizer and the standard Comunica [8] optimizer, with
the faster plan execution in bold.

Query Template C1 C2 C3 F1 F2 F3 F4 F5 L1
Planning (RL) 0.5028/1.000 [0.277 |0.214 |0.347 [0.160 |0.800 |0.278 |0.027
Execution (RL) 3.116 |2.577 |0.583 |0.100 |0.090 |0.062 |1.906 |{0.059/0.006

Planning (Comunica) |{0.007 [0.008 [0.017 |0.002 0.003 |0.005 |0.005 [0.005 |0.002
Execution (Comunica)|0.076 |0.001/0.490|0.001/0.005|0.008/0.012(0.194 |0.032

Query Template L2 L5 S1 S2 S3 S4 S5 S6 ST
Planning (RL) 0.025 10.024 0.689 |0.060 |0.059 [0.066 [0.059 [0.021 |0.028
Execution (RL) 0.001 0.002/2.242 (0.011 |{0.005/0.000/0.002|0.008 |0.002

Planning (Comunica) [0.001 |0.001 [0.006 [0.002 |0.002 [0.002 |0.002 {0.002 |0.002
Execution (Comunica)|0.006 |0.007 |0.139/0.009|0.008 |0.005 |0.009 |{0.001|/0.000

4 Conclusion

In this paper, we explore a novel RL-based join plan optimizer for SPARQL
endpoint query execution. Initial experiments show that the model can generate
better join plans than existing cardinality-based optimizers for 7 query templates
of the WatDiv benchmark. We plan to improve the model by enhancing data
efficiency during training. We propose to use query time-outs based on existing
query optimizers to reduce the time spent executing bad query plans. Addition-
ally, we propose to use experience replay to reuse query execution information
during training. For future work, we should include information on how triple
pattern result sets connect to other result sets in the query, encode the RDF
terms present in the subject and object locations of a triple pattern, and extend
our approach to more complex SPARQL operations.
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Abstract. This demo paper presents SAP-KG, a knowledge graph
agnostic tool, to illustrate the benefits of identifying the synonym
predicates that provide complementary information; they are used
for query rewriting to enhance query answer completeness. SAP-KG
proposed a metric to compute the percentage of overlap between
pairs of synonym predicate candidates and capture the most simi-
lar ones which can complement each other. We present a query pro-
cessing technique that put in perspective the role of synonym pred-
icates in query answer completeness. The demo code is available
online in (https://github.com/SDM-TIB/SAP-KG-ESWC2023Demo)
and can be run at (https://mybinder.org/v2/gh/SDM-TIB/SAP-KG-
ESWC2023Demo/main?labpath=SAP-KG.ipynb).

Keywords: Knowledge Graphs + Synonym Predicates + Query Answer
Completeness

1 Introduction

Community-maintained knowledge graphs, such as Wikidata [5] and DBpe-
dia [3], have the potential to be incomplete due to the decentralized nature
of their development and maintenance [1]. These community-maintained knowl-
edge graphs are built collaboratively, enabling everyone to contribute and modify
knowledge. Thus, predicates with different names that refer to the same thing
can be added by different contributors. These predicates can be discovered as
synonym based on different approaches; while they are precise in identifying
synonym predicates, they cannot distinguish those with low overlap that rep-
resent complementary information. Moreover, the current approaches do not
offer a query answering method to evaluate the completeness of answers after
query rewriting utilizing identified synonym predicates. Acosta et al. [2] intro-
duce a hybrid SPARQL engine that employs crowdsourcing to improve the com-
pleteness of query responses; while incorporating synonym predicates instead of
crowd can reduce errors and uncertainty. We demonstrate SAP-KG, a knowledge
graph-agnostic tool, to discover synonym predicates that provide complementary
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information, and using them to reformulate the SPARQL queries to enhance
query completeness. We illustrate the performance of SAP-KG, and show that
rewriting queries based on synonym predicates can enhance answer complete-
ness. Attendees will uncover the predicates with similar meanings but relating
complementary entities in community-maintained KGs known as synonym pred-
icates. They will also rewrite queries— which contain incomplete predicates— with
their synonym ones to retrieve complete answers.

Compute Percentage of
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Fig. 1. The SAP-KG Architecture. An SPARQL query over multiple KGs is exe-
cuted. After extracting predicates, synonym predicate candidates are discovered. The
overlap between these candidates is computed. Synonym pairs with a low overlap are
selected as synonym predicates to rewrite the query to retrieve the complete answers.

2 The SAP-KG Architecture

The input of SAP-KG is multiple knowledge graphs and SPARQL queries; these
queries may retrieve incomplete results. SAP-KG outputs rewritten SPARQL
queries based on synonym predicates to ones that retrieve complete answers. As
seen in Fig.1, SAP-KG comprises a step to extract predicates from an input
query to find synonym candidates across multiple community-maintained KGs.
We assume that the knowledge graphs contain all the links; otherwise, we can use
tools such as Falcon 2.0 [4] as an extra step for joint entity and relation linking
over the knowledge graphs. Among these candidates, the ones with lower overlap
are selected to rewrite the query. For computing the overlap between pairs of syn-
onym predicate candidates, the metric Percentage of Overlap-Synonym (POS)
is defined. POS calculates the overlap between two predicates across multiple
knowledge graphs. This metric indicates whether the equivalent predicate can
provide additional information to complete the answers retrieved by a query.
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Consider a knowledge graph G, a pair of predicates (P’, P”), and triple patterns
1(.). The POS value is computed by the following formulation:

min(|{u(P")| u(?s' P’ 20') in G}, [{u(P")| u(?s” P" 20") in G}|)
maz([{n(P")| p(7s’ P’ 70') in G|, [{u(P")] u(7s” P 207) in G}|)

POS(P',P",G) = x 100

The percentage of overlapping synonym predicates has a range between 0 and
100%, e.g., if the cardinality of triples with a specific predicate in KG; and the
cardinality of triples with the synonym of that predicate in KGy are close to each
other, then the POS value is close to 100%, otherwise the POS value is close to 0.
Therefore, the POS value close to 100% describes that two predicates relate the
same number of entities. On the other hand, the POS value close to 0 shows these
predicates do not share the same entities, and can be considered as synonyms to
complement each other. In the step of rewriting, the input query is transformed
into an equivalent query that can produce more correct answers. The rewritten
query that incorporates synonym predicates returns all the complete results. The
aim is to rewrite the query with the minimum number of synonym predicates,
while still returning the maximum number of correct answers. The naive tool
rewrites queries with all possible synonym predicates, but POS metric help to
select the synonym predicates that are most likely to return complete answers.
Therefore, SAP-KG rewrites a query with a minimum number of synonym pred-
icates that enhance answers completeness and return the maximum results.

3 Demonstration of Use Cases

Consider the following SPARQL queries in Fig. 2. The original query over Wiki-
data on the left side presents: Retrieve name of children (wdt:P40), cause of
death (wdt:P509), place of birth (wdt:P19), and parent (wdt:P8810) of Marella
Agnelli (wd:Q3290404)? - (Retrieval date, Feb 2023), and on the right side the
rewritten SPARQL query over Wikidata and DBpedia is shown.

Original SPARQL Query Rewriften SPARQL Query
PREFIX wdt: <http://www.wikidata.org/prop/direct/> SELECT DISTINCT ?0 ?01 ?02 ?03 ?04 ?05
PREFIX wd: <http://www.wikidata.org/entity/> WHERE {
PREFIX dbr: <http://dbpedia.org/resource/> SERVICE <https://query.wikidata.org/sparql>
PREFIX dbo: <http://dbpedia.org/ontology/> {wd:Q3290404 wdt:P40 ?o.
PREFIX dbp: <http://dbpedia.org/property/> wd:Q3290404 wdt:P509 ?01.

wd:Q3290404 wdt:P19 ?02.
SELECT DISTINCT ?0 ?01 ?02 ?03 wd:Q3290404 wdt:P25 ?03.}
WHERE { SERVICE <https://dbpedia.org/sparql>
wd:Q3290404 wdt:P40 ?0. wd:Q3290404 wdt:P509 ?01. {dbr:Marella_Agnelli dbo:child ?04.
wd:Q3290404 wdt:P19 ?02. wd:Q3290404 wdt:P8810 ?03.} || dbr:Marella_Agnelli dbp:birthPlace ?05.}}
I
W #answer: o oHH] snnower:5

Fig. 2. An original SPARQL query comprising four triple patterns executed over Wiki-
data does not retrieve any answers. The rewritten SPARQL query by detected synonym
predicates from Wikidata and DBpedia retrieves eight answers.
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By the time this demo was prepared, this query returns no answer. There are
four predicates that cause the query to retrieve no result. Simply rewriting query
to another query by considering all the synonym predicate candidates retrieve
many results which may be incorrect or cannot complete the answers. Therefore,
it needs a technique to select the synonym predicates among all discovered syn-
onym predicate candidates with lower overlap for query rewriting. The rewritten
SPARQL query returns eight answers.

Effects of POS Metric to Provide Complementary Synonym Pred-
icates. A naive tool considers all possible synonym predicate candidates in
rewriting queries; while the use of the POS metric enables the selection of syn-
onym predicates that are most probable to provide comprehensive answers. As
an example, the predicate manner of death (wdt:P1196) is a synonym candi-
date for the predicate cause of death (wdt:P509). The POS metric is computed
for the predicate candidate pairs. Since, the POS value of these synonym can-
didates is high (= 87.09%), they cannot be considered as synonym predicates
for query rewriting. The high overlap shows these synonym candidates can not
complement each other, and they do not lead to retrieve complete results. Thus,
predicate manner of death (wdt:P1196) is not considered in query reformulation
process.

Answer Completeness by Rewriting Queries with Synonym Predi-
cates. For example, by having the predicate place of birth (wdt:P19) in the query,
only Florence is returned as the answer. For predicate place of birth (wdt:P19)
in Wikidata, there is at least one synonym predicate candidate in DBpedia as
dbp:birthPlace; where the POS value for the above pair is equal to 1.23%. The
low overlap value indicates that these synonym predicate candidates are comple-
mentary. By rewriting the query with the synonym predicate dbp:birthPlace in
DBpedia, apart from Florence, also Kingdom of Italy is returned as the answer.
The performance of our tool by running sixty queries over six domains Person,
Music, History, Film, Sport, and Drug is shown in Fig. 3. The high value of pre-
cision in most of the queries indicates the completeness of answers of rewritten
queries compared to the original ones.
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Fig. 3. The performance of SAP-KG where queries rewritten by synonym predicates.

4 Conclusions

We demonstrate SAP-KG and illustrate results that suggest that our proposed
technique by considering synonym predicates may return complete answers when
faced with queries containing incomplete predicates. Current approaches are not
able to differentiate between synonym predicates that provide complementary
information. Also, depending on distribution of synonym predicates in multiple
community-maintained knowledge graphs, there will be different execution plans
to rewrite the queries based on detected synonym predicates. The attendees will
evaluate various queries and observe the crucial role of synonym predicates in
the completeness of queries executed against Wikidata and DBpedia.
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Abstract. The ontology evolution lifecycle is crucial for usability of
ontologies across applications. Changes that are applied to ontologies
need to be communicated comprehensively to ontology users and engi-
neers. Change visualisation is a simple, yet powerful way of explaining
ontological changes, and different methods come with different short-
comings. This paper introduces and analyses the predominant methods
of ontology change visualisations. As there exists no one-fits-all solution,
we provide simple guidelines for which visualisation to use.

1 Introduction

To help ontology engineers in the engineering process, it is not only important
to have a comprehensive visualisation of the ontology but also of its changes.
These changes are often difficult to manage and communicate. Some existing
approaches are widely used by the ontology community [1,4]. While these have
proven their worth in specific application domains, they often fail in other

domains with different application constraints.

This poster presents three predominant methods of visualisations for ontology
change: graphical notation represented by OntoDiffGraph (ODG) [2], list visu-
alisations represented by Visual Description Delta (VDD) [5] and abstraction
networks, specifically the Diff Partial Area Taxonomy (DPAT) [6]. To compare
the methods, we present mock-up visualisations where we applied changes to the

Pizza ontology! which were previously used in a user study [7].

2 Ontology Change Visualisation Methods

OntoDiffGraph. ODG [2] is an extension of the Visual Notation for Owl Ontolo-
gies (commonly abbreviated as VOWL) [3] for the purposes of highlighting dif-
ferences between versions of an ontology. The mock-up visualisation shown in

! https:/ /protege.stanford.edu/ontologies /pizza,/pizza.owl.
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Fig. 1. ODG [2] mock-up visualising changes applied to the Pizza ontology.

Fig. 1 is adapted from its original to only represent entities which are directly
affected by the applied changes, instead of visualizing the entire ontology. The
ODG uses a graphical notation to present atomic changes and at the same time

explicitly represents the ontology’s organisation.

Visual Descriptive Delta. The VDD is one (of two) component of the Visual
Semantic Delta proposed by Ochs [5] to analyse structural changes to biomedi-
cal ontologies. It has the objective to concisely communicate a large number of
change concepts into a single notation. The icons use a common colour scheme
to connote different editing operations. The affected concepts are listed on the
left-hand side ordered in descending order of the number of complex changes. It
allows a user to quickly identify where the most relevant and impactful changes
occurred. The VDD communicates contextual information concisely by present-

ing complex changes in a visually aided list.
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Fig. 2. The VDD [5] mock-up and legend visualising the PizzaOntology changes.
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Fig. 3. The DPAT [6] mock-up visualising changes applied to the Pizza ontology.

Diff Partial-Area Taxonomy. The DPAT is based upon the original “abstraction
network” [1], and is proposed by Ochs [6] to visualise the overall impact of a
set of changes. The visualization, shown in Fig. 3 is based upon grouping similar
concepts into diff partial-areas. This similarity is defined as the set of relations
associated with the concept. These sub-hierarchies come in four states which
are: introduced, removed, modified and unchanged, and these are represented
by the highlight of their borders. The DPAT’s utilisation of sub-hierarchies and
diff-partial areas enables it to be particularly proficient at highlighting the global
impact of changes to the ontology.

3 Analysing Change Visualisation Methods

We will compare the visualisations according to three criteria, representation,
scalability and informativeness.

Change representation is achieved through the use of a basic colour
scheme for differentiation of states (introduced, removed, modified and
unchanged) is a trait identified across all visualisations. Additionally, ODG
reflects changes in a hierarchical manner, the DPAT contains a similar hier-
archy of concepts based on their similarity or set of unique relations, and the
VDD represents changes in descending order in terms of influence. Choosing a
visualisation for the individuals needs means here a decision between showing
atomic changes on class and individual level(ODG), complex/aggregated changes
without ontology context (VDD) or the impact of changes (DPAT).

Scalability in visual representations are a known challenge. The ODG pro-
vide visual intuitiveness at the cost of scalability. Storey et al. [8] have observed
that the use of edges (or arcs in other studies) becomes difficult to interpret when
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the number of relations are too high. Additionally, the scalability of each method
is heavily dependent on whether the visualisation provides a representation of
the entire ontology, or exclusively the set of applied changes. As such, we iden-
tified that the DPAT and the VDD mock-ups have good scalability, because of
the characteristic of aggregating atomic changes. Considering scalability when
choosing a visualisation method, VDD and DPAT are clearly superior because
of their summarizing characteristic, in comparison to ODG who’s visualisation
only increases with the number of changes applied.

Contextual informativeness is tackled differently in each visualisation.
The VDD conveys context primarily through the set of complex change concepts.
With the ODG, there is an absence of complex changes, which is supplemented
by its representation of the ontology’s hierarchical structure. The DPAT takes
a different approach in grouping similar entities into sub-hierarchies to convey
the overall impact of changes. Conclusively, contextual informativeness remains
a challenge as we see each visualisation taking a different approach with its own
advantages and disadvantages. Each method provides contextual information in
a different way, where intuitively the ODG would be most suitable for novice
engineers or users of the subject ontology, as it provides the largest amount of
context to the changes.

4 Conclusion

ODG has a hierarchical structure representation but has a major trade-off in
scalability, the explored complex changes in the VDD lack general ontological
concepts that could be versatile, and the DPAT sub-hierarchy aggregation makes
this visualisation hard to interpret when not familiar with the domain. We did
not consider the changes to Abox axioms, however, only ODG would be capable
of displaying them. To conclude, not any one visualization method alone satisfies
all needs. An in-depth study is required to assess the above criteria as well as
other ones. We hope to include a visualisation method in the Protégé plugin
Chlmp [7] in the future.
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Abstract. An immense amount of data relevant to agriculture is gen-
erated from the vast scholarly literature. To get as much relevant infor-
mation as possible from the data, we need to extract the context and
meaning from them. Semantic web technology can provide context and
meaning to the data. Named entity recognition (NER) systems can help
to extract the named entities and the relations between the entities.
In addition to that, these entities and relations can be used to build a
knowledge graph (KG) which can be stored using a resource description
framework (RDF) and queried with SPARQL. In this paper, we propose
an NER dataset that contains a total of thirty-six types of entities and
nine types of relations, which can be used to build a KG.

Keywords: Agricultural Dataset + Named Entity Recognition -
Relation Extraction - Knowledge Graph

1 Introduction

Research papers on agriculture contain information about the latest advances in
the field, yet it is not always easily accessible to practitioners including scien-
tists and farmers, for a variety of reasons including that the number of papers is
huge and that the information is not available in a structured format. Agricul-
tural industries, researchers, food processing companies, and many organizations
need to extract entities such as crop names, pesticides, factors that affect plant
growth, etc., and their relationships to make useful and strategic decisions. A
named entity recognition (NER) system helps to extract knowledge entities from
unstructured sources [2]. There are a few works on NER in agriculture, some of
which like [1,4] apply deep learning. A few datasets are available to train NER
systems. Malarkodi et al. [7] have proposed nineteen entity types in the agri-
culture domain, but it does not cover many important aspects of agriculture.
In addition to that, their corpus is not publicly available. Lun et al. [6] focus
on four entity types, namely, Crop, Disease, Pest, and Drug, however, limit-
ing to only Chinese agricultural websites. Gangadharan et al. [3] have worked
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C. Pesquita et al. (Eds.): ESWC 2023, LNCS 13998, pp. 59-63, 2023.
https://doi.org/10.1007/978-3-031-43458-7_11


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43458-7_11&domain=pdf
http://orcid.org/0009-0000-6335-6029
http://orcid.org/0000-0001-8723-5002
http://orcid.org/0000-0002-8598-148X
https://doi.org/10.1007/978-3-031-43458-7_11

60 S. De et al.

with only three types of entities, namely, Disease, Soil, and Fertiliser, using only
Indian agricultural websites. Liu et al. [5] have worked with six types of entities,
namely Organism, Trait, Method/Equipment, Chemical, Gene, Environment,
and Miscellaneous using article abstracts of ten typical horticultural journals. In
contrast to the above works, our corpus is an annotated collection of abstracts
from agriculture research papers, and our set of entity types and relations is
significantly larger. In this paper, we propose thirty six entity types and nine
relations between the entities. Our contributions to this paper are as follows:

1. We introduce a fine-grained tag set comprising 36 useful entities in the agri-
cultural domain.

2. We introduce 9 relations between the entities, including symmetric and asym-
metric relations.

3. We introduce a publicly available fully annotated corpus with the above tags.

The corpus is publicly available on GitHub'. The rest of our paper is orga-
nized as follows. In Sect. 2 we propose a taxonomy for the entities and relations.
We provide dataset statistics in Sect. 3. In Sect. 4, we apply a machine learning
model for NER on this dataset. We conclude in Sect. 5.

2 Proposed Taxonomy

Our dataset is built from abstracts of research papers in agriculture. After ana-
lyzing the abstracts, we have developed a list of entity types and relations to
cover most of the important knowledge aspects of the papers. The proposed tag
set contains thirty-six named entities that we believe can help in research in the
agriculture domain. The named entity types are Agri_Pollution, Agri_Process,
Agri_Waste, Agri_Method, Chemical, Citation, Crop, Date_and_Time, Disease,
Duration, Event, Field_Area, Food_Item, Fruit, Humidity, Location, ML_Model,
Money, Natural_Disaster, Natural_Resource, Nutrient, Organism, Organization,
Other, Other_Quantity, Person, Policy, Quantity, Rainfall, Season, Soil, Tech-
nology, Temp, Treatment, Vegetable, Weather. The terms are self-explanatory.

We have extracted nine relations to form meaningful connections between the
entities. We define three symmetric relation types Coreference_Of, Conjunction,
Synonym_Of, and six asymmetric relation types Caused_By, Helps_In, Includes,
Originated_From, Used_For, Seasonal. A detailed description of the entity types
and relations is available in our GitHub repository.

3 Dataset Statistics
The quality of the dataset influences the knowledge graph constructed and the

machine learning models trained on it. We have hand-picked the abstracts of
180 papers from several reputed agricultural journals, such as Asian Journal of

! https://github.com/Tec4Tric/AgriNER.
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Agricultural and Food Sciences (AJAFS)?, The Indian Journal of Agricultural
Sciences®, and a few journals from IEEE and Springer Nature. We have analyzed
the abstracts of these papers and recent trends in agriculture like [8,9], and then
we have decided on thirty six entities and nine types of relationships among
the entities. Table 1 displays a summary of the number of occurrences of each
annotated entity in the proposed dataset in percentage.

Table 1. Entities with their occurrences in AgriNER dataset.

Entity Frequency | Entity Frequency | Entity Frequency
Agri_Method 4% Other_Quantity | 4% Fruit 3%
Agri_Process 6% Policy <1% Location 15%
Chemical 4% Rainfall 1% Money <1%
Crop 13% Soil 1% Natural_Resource | 2%
Disease 1% Temp 1% Organism 4%
Event <1% Vegetable <1% Other <1%
Food_Item 2% Agri_Ploution | 1% Person 3%
Humidity <1% Agri_Waste 2% Quantity 2%
ML_Model 4 Citation 1% Season 3%
Natural_Disaster | 5 Date_and_Time | 2% Technology 2%
Nutrient 5% Duration 2% Treatment 1%
Organization 3% Field_Area 1% Weather <1%
irrigation o .
residues precision agricultural
technologies
pesticides Organi
anic
industrial activities Includes mgter
Includes Helps_In
Includes
Used_For
Caused_By
___y contaminants . Crop cultivation
contaminating /Caused_By /Helps_ln Helps_In
the soils ) 4 Food and Agriculture -
Increase Organization .
Caused_B: Nutrient
riseinsea __—— " = temperature
level
Includes
Caused_By Synonym_Of Includes
Inlcudes
Nitrogen Phosphorus
Climate change Inlcudes——3 droughts FAO

Fig. 1. Some parts of the knowledge graph using the dataset.

2 https://www.ajouronline.com/index.php/AJAFS /index.
3 https://epubs.icar.org.in/index.php/IJAgS.
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We have used the freely available brat tool* for annotation. One of the
challenges was the entity class imbalance. To solve this problem, we have first
counted the occurrences of the mentions of each entity type. Then, we added
more data to the corpus to increase the count of the least frequent entity type. In
total, we have 14,307 word-tokens and 1348 entity mentions. We have partitioned
the dataset in a 70:30 ratio, with 70% data for training, and 30% data for testing.

4 Machine Learning-Based Extraction of Named Entities

To provide a baseline for an automatic NER system for the dataset, we have
trained spaCy® with the entities we have labeled. spaCy is a free open-source
library for natural language processing in Python. spaCy v3.0 provides a
transformer-based pipeline, where we can train the model with our custom data.
We first initialize the spaCy pipeline with tok2vec and ner models and then
trained the model for several epochs with our custom entities. This model can
recognize entities in unstructured data from the agricultural domain.

Table 2. A sample of the classification report.

Precision | Recall | F1-Score | Support
Agri_Method 1.00 0.80 0.88 5
Chemical 0.98 0.87 0.91 10
Crop 0.93 0.77 0.84 18
Duration 0.83 0.75 0.80 5
Location 0.93 0.95 0.98 19
ML_Model 0.99 0.85 0.92 7
Organism 0.90 0.97 0.94 9
Other_Quantity | 0.85 0.97 0.92 6
Season 0.98 0.97 0.98 6

Table 2 displays the classification metrics and the results. For simplicity, we
have restricted to two digits after the decimal point. We have excluded the
results for some of the entity types due to their very low occurrence in the test
data. In Table 2, the support for some of the entities is low because of their low
occurrence in the test dataset. Due to the size of the entity class, it is conceivable
that not all of the entities were observed while predicting on the test dataset.
Figure 1 displays some parts of the knowledge graph built using the proposed
dataset.

5 Conclusion
In this paper, we have introduced a total of thirty six entities, and three sym-
metric and six asymmetric relations extracted from several agricultural research

* https://brat.nlplab.org.
5 https:/ /spacy.io.
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papers. The NER dataset is organized into a knowledge graph. In the future, we
intend to use semantic web technologies to make the graph semantically richer
by linking it to other relevant knowledge graphs. We hope better ML models
will be built to improve the classification performance, and that our dataset
will inform and motivate further research on the construction and application of
agricultural knowledge graphs.

Acknowledgement. This work is implemented as part of the “FExtraction, Organi-
zation and Query of Scholarly Information”, sponsored by the Science & Engineering
Research Board, Govt. of India.
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Abstract. Conversational recommender systems are increasingly stud-
ied to provide more fine-tuned recommendations based on user prefer-
ences. However, most existing product recommendation approaches in
online stores are designed to interact with people through questions that
mainly focus on products or their attributes, and less on buyers’ core
purchase needs. This work proposes ClayBot, a novel conversational rec-
ommendation agent, which aims to capture people’s intents and recom-
mend products based on the jobs or actions that their buyers aim to do.
Interactions with ClayBot are guided by an openly accessible knowledge
graph, which connects a sample of computing products to the actions
annotated in product reviews. A demonstration of ClayBot is presented
as an Amazon Alexa Skill to showcase the feasibility of handling more
human-centered interactions in the product recommendation and expla-
nation process.

Keywords: Conversational Recommender Systems - Knowledge
Graphs - Human-centered - Artificial Intelligence - Product reviews

1 Introduction

Conversational recommender systems (CRS) are increasingly gaining research
visibility in artificial intelligence (AI). This rising attention can be attributed to
several factors, including the challenges in eliciting users’ preferences and needs,
as well as justifying why does a person prefer an item versus another [4].

In real life, human interaction and questions usually drive the recommenda-
tion process and help with discovering people’s preferences to reach a recom-
mended product [4]. Asking questions is one of the key components in CRS. In
this domain, researchers have been studying “when to ask” and “what to ask”
to people, and their approaches mainly focus on formulating questions either
around products, or product attributes [3].

While such questions can be effective for experienced buyers, they may be
hard to answer by people who are less informed about how products or their
attributes can contribute to fulfilling their needs. This work investigates how we
can make conversational product recommendation systems more human-centered
and aligned with users’ needs.
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2 Human-Centered Product Recommendations in CRS

Clayton Christensen famously revealed that “when we buy a product, we essen-
tially ‘hire’ it to get a job done” [2]. This core notion of the Jobs Theory reflects
that in most situations, people don’t perceive products as a set of attributes,
but as a means to perform a certain job. Jobs to be done are often articulated in
the form of actions. Designers are usually trained to be sensitive to such poten-
tial actions when developing human-centered products. Potential actions that a
person is aiming to do may be used as a proxy for further understanding the
person’s needs and uncovering persona-centered problems in the design thinking
process [6]. For example, people may decide to buy a particular laptop to support
them while studying, or a certain tablet to be able to stream their favorite TV
series in bed. A substantial number of buyers generously share such experiences
in product reviews, which often include a description of the actions and jobs to
be done [1].

This work aims to shift the focus of questions asked in the majority of existing
CRS approaches from a product and product’s attributes angle [3], to a human-
centered perspective by formulating questions and understanding intents around
the jobs or actions that buyers are aiming to fulfill. Drawing on previous efforts to
construct a knowledge graph that connects actions detected in product reviews to
their products and related entities [8], we propose a framework that leverages the
knowledge graph data connections to guide the interaction during the product
recommendation process. Figure 1 provides an overview of the CRS framework.

Interaction Layer Processing Layer Data Layer

Knowledge
Graph

@ Valence

Buyer R Intent-SPARQL SPARQL |

. Intent Translator Query

SPARQL Endpoint [« 1PIeS

Triples Actionsg.
Bot Voice & Visual | Results | Recommender Products®” | Images
< — <
Feedback Presentation Engine

Fig. 1. CRS framework overview for recommending products based on buyers’ intents.

The framework includes three layers namely the interaction, processing, and
data layers. Following buyers’ intents to the CRS, the Intent-SPARQL Trans-
lator component is responsible for converting the intents into SPARQL queries.
The translator is designed to include semantic and pattern-based placeholders
to identify the actions and other elements mentioned in the buyer’s intents. For
example, if a buyer articulates that “she would like a device for drawing,” then
the translator automatically detects drawing as a potential action and integrates
it in the SPARQL queries. The queries are then passed to the SPARQL endpoint
to extract from the knowledge graph the relevant triples needed for the recom-
mendation process. The Recommender Engine traverses the triples extracted
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from the SPARQL endpoint and uses them to rank products and to aggregate
relevant action and product-related entities—reviews, images, and others. The
Voice and Visual Presentation component presents the recommended results to
the user through voice and visual features.

3 Demo: Alexa, Ask ClayBot to Recommend a Product

To showcase the feasibility of the proposed approach, this part presents ClayBot,
a conversational product recommendation agent. We explore an initial implemen-
tation of ClayBot as an Amazon Alexa Skill'. The Amazon Alexa Skills platform
provides an environment with features that ease the development and deploy-
ment of conversational agents. Such features include for example the creation of
user intent templates, handling voice and visual interfaces, and customizing slot
types that we used in the Intent-SPARQL Translator, among others. Figure 2
shows a sample voice interaction between a person and ClayBot, coupled with
visual feedback through the Alexa app?.

Q Alexa, ask ClayBott o
recommend a product

&
What are you going to use this 9
product for?

— I need a device to watch movies
Hello and welcome to

ClayBot ! what are you going
to use this product for?

&

| recommend you buy the
Samsung Galaxy Tab S7 Plus

We recommend you buy the

ng - Galaxy Tab S7 Plus
= Why?

Check out this re

In some reviews, people @
mentioned they like the display
to watch movies on it

— Do you have other options?

My next best recommendation
is ...

Fig. 2. ClayBot prototype running as an Amazon Alexa Skill.

ClayBot currently relies on a knowledge graph that covers annotated reviews
of computing products. Around 3,000 product reviews were annotated as part
of another project effort, and the data is accessed through an openly accessible
SPARQL endpoint [8]. The knowledge graph includes information pertaining to

! ClayBot Alexa Skill page: https://www.amazon.com/dp/BOBX6LQQTY7.
2 A video recording of the demo featuring the discussed example in Fig. 2 is available
at: https://youtu.be/ZillD_f51MQ.


https://www.amazon.com/dp/B0BX6LQQT7
https://youtu.be/ZillD_f51MQ

ClayBot: Increasing Human-Centricity in CRS 67

the actions found in the reviews extracted from a retailer’s website that follows
the schema.org vocabulary, the valence (i.e., whether the reviewers were positive
or negative with the action they were trying to do while using the device), and
additional contextual information such as the role of agents and the environment
in which the product was used.

A person can invoke the skill by telling Alexa to ask ClayBot to recommend
a product. Following this invocation, ClayBot responds with what the person
is going to use this product for. This response aims to shift the focus of the
interaction on the job or action intended by the buyer, rather than on the tradi-
tional products and attributes focus. This design also limits the possibility of the
buyer having generic intents, which may drift the conversation to a more generic
intent classification task [5,7]. In this example, the person may reply that they
would need a device to watch movies. At this level, ClayBot will initiate the
Intent-SPARQL Translator component to try to match the action of watching
with the knowledge graph data. In the current version of ClayBot, the matching
is performed by defining in the Alexa app slots of type Action. The slot types
are then detected through text patterns in the intents. For example, a pattern
of text + <to> or <for> followed by an <action>. All products that support
this action will be fetched from the knowledge graph using SPARQL, along with
other data needed by the recommender engine to rank the available products.
The ranking of products relies on the relative ratio of positive versus negative
review annotations related to the action in focus, as a comparative base among
the products.

ClayBot then communicates the recommended product to the user and waits
for the person’s next instruction. At this stage, the person may ask for expla-
nation why this product was recommended, ask for another recommendation,
restart the interaction with another objective, or simply end the conversation.
When asked for other options, ClayBot recommends the next best product
ranked by the recommender engine. As explanation, ClayBot is currently able to
read and visualize a sample of related reviews from the knowledge graph. Figure 3
shows two examples of SPARQL queries. The first query extracts the knowledge
graph data needed by the engine for the computation of the products’ scores
relative to the action detected in the buyer intent. The second query extracts
the review data related to the recommended product and action in focus®.

4 Conclusion

This paper demonstrated a novel attempt to offer more human-centered conver-
sational product recommendation systems. The approach aims to increase human
centricity by focusing the agent-people interactions on the jobs and actions that
buyers are aiming to fulfill through the products they are seeking.

This work may benefit from several future research paths. First, the rec-
ommendation and explanation process can be extended to cover more elements

3 The queries can be tested on the following SPARQL endpoint:
https://linked.aub.edu.lb/actionrec/sparql.
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@ PREFIX oa: <http://www.w3.org/ns
=/ | I need a device to <watch> > PREFIX dct: <http://pur:

PREFIX rdf: <http://
PREFIX schema: <http: chema.org/

PREFIX arec: <http://linked.aub.edu.lb/actionrec/>

movies

g action “watch”

| recommend you buy the ;@
<Samsung Galaxy Tab S7 Plus>

http://linked.aub.edu.lb/actionrec/Action/WatchAction>)}
?action ?valence

SPARQL Endpoint

— Why? =

view data for explaining the recommended product for “watch”

In some reviews, people @
mentioned they like the display — <
to watch movies on it FILTER (?action = <ht

edu.lb/actionrec/Product/SM_T970NZKAXAR>)
linked.aub.edu.lb/actionrec/Action/Watchaction>) }

Fig. 3. SPARQL examples to get knowledge graph data relevant to a buyer’s intents.

captured in the knowledge graph (e.g., environment of use, product features,
and others). Second, it is beneficial to investigate a wider range of questions and
their impact on the conversation between a person and the recommender agent.
Third, it is valuable to evaluate users’ perception of their interaction with the
proposed approach compared to existing product recommendation efforts.

This research provides the following contributions: first, it helps CRS with
better uncovering buyers’ needs that often revolve around performing certain
jobs and recommending products accordingly; second, it demonstrates the poten-
tial of leveraging knowledge graphs to provide guided and explainable interac-
tions between people and voice-enabled Al recommendation agents.
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Abstract. Knowledge Graphs (KGs) represent the convergence of data
and knowledge as factual statements; they allow for the enrichment
of decision-making semantically. Symbolic inductive learning enables
uncovering relevant patterns, expressed, for example, as Horn clauses.
Albeit powerful, existing symbolic inductive learning frameworks may
mine many rules, being difficult for a user to extract actionable insights.
This demo illustrates a pipeline to analyze mined logical rules toward
discovering meaningful insights. The demo puts into perspective the role
of semantic types in guiding the exploration of mined rules. Participants
will observe strategies to traverse the mined logical statements and how
the outcomes reveal patterns in the prescription of lung cancer treat-
ments. A video is available online (https://www.youtube.com/watch?v=
CN4a3kUjfJ4&ab_channel=TIBSDMGroup), a Jupyter notebook exe-
cutes a live demos (https://mybinder.org/v2/gh/SDM-TIB/DIGGER-
ESWC2023Demo/HEAD?labpath=Mining\ %20Symbolic\ %20Rules\ %
20To\ %20Explain\ %20Lung\ %20Cancer\ %20 Treatments.ipynb),  and
source-code is available in GitHub (https://github.com/SDM-TIB/Mini
ng-Symbolic_Rules. ESWC2023Demo).

1 Introduction

Knowledge Graphs (KGs) are widely used to represent real-world data in the
form of entities and relations. Several open KGs like DBpedia, and Wikidata,
are already available to severe the Semantic Web community. KGs are frequently
created from heterogeneous sources, which can vary significantly in terms of
structure and granularity [3]. The open research challenge of mining Horn rules
from facts and analyzing the mined logical rules to uncover meaningful insights
has received numerous contributions from the Semantic Web. Exemplary rule
mining approaches (e.g., AMIE [1,2,4], AnyBURL [5]) are devised to operate
under OWA and mine logical rules. However, these approaches must still be
designed to deal with KGs that include semantics and ignore the importance of
analyzing the rules. We demonstrate DIGGER, a framework for analyzing mined
logical rules. We will illustrate the impact of incorporating semantics and the
relevant role of inductive learning in knowledge discovery.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Fig.1. Architecture. Input includes KGs, ontologies, and entailment regimes.
SPARQL queries explore mined rules and perform analysis over KGs. DIGGER demon-
strates clinical guidelines’ validation, data errors, and missing relationships.

2 The DIGGER Architecture

We aim at providing DIGGER, a framework able to analyze mined logical rules
from which true missing facts can be predicted. As a result, KG completion can
be achieved with facts inferred from the mined rules and entailment regimes
(e.g., RDFS or OWL). DIGGER currently relies on AMIE [4] to efficiently mine
logical rules over KGs. Figure 1 depicts the DIGGER architecture; it receives as
input KGs and outputs visualizations depicting the results of the analysis of the
mined rules on top of the input KGs. DIGGER, comprises two steps: a) Discov-
ering Patterns and b) Analyzing Patterns. The former mines logical rules and
then, expands them by applying the entailment regimes. Applying the W3C-
recommended Web Ontology Language (OWL) and RDFS entailment regimes,
helps to derive new insights from the KGs. Currently, DIGGER is considering
entailment regimes but in the future incorporating SHACL Integrity Constraints
and Deductive Systems to enhance the mined logical rules. Thus, it clearly illus-
trates that by incorporating the semantics of the KGs the mined logical rules
are enriched. The logical rules are loaded in any relational database management
system to expedite the process of analysis that can be performed over the mined
logical rules. On the other hand, Analyzing Patterns explores the mined logical
rules towards the discovery of unknown patterns. SPARQL queries are used to
explore the mined logical rules. The Partial Completeness Assumption (PCA)
assumes that heuristic-based negative edges are possible incomplete edges. Eval-
uating the logical rules based on the PCA Confidence metrics computed for
the rules provides the possibility of identifying the potential prediction of edges
over the KGs. Further, using the framework, identifying data errors, missing
relationships, and lung cancer patients violating the clinical guidelines is clearly
demonstrated which can help oncologists discover insights.
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Aﬂheringtﬂ G|inica| guidelines hasStage(IVB, ?x), hasOncologicalTreatment(Immunotherapy, ?x) — hasBio(PDL1, ?x)

i PREFIX pd-lucat: <http://research.tib.eu/pd-lucat/vocab/> z. Thololiowing SRARSE quety Ut 1o patients
EREEDApEIUCat en SEh ttpl/pesearchRtIDEeY/ plal Uoa t/ent ot /ey ey Lung cancer patient with medical record 583557 is in stage IVB and received
ST GETRET A5 UHE i oncological treatment immunotherapy but does not contain the biomarker PDL1'".
H S s Therefors, this patient potentially violates the clinical guidelines. Therefors, for this
e ) BB octnt the missing link could correspond to predicion of hasBio (PDL1, %)
?s pd-lucat -hasOncologicalTreatment pd-lucat_en:Immunotherapy. SR
?s p4-lucat -hasBio ?bio : Y‘j
FILTER (?bio != p4-lucat_en:PDL1) IV (MUT?: No) [conc(Platimum-CT+Agent-DRUGS)]
FILTER (!EXISTS {?s p4-lucat:hasBio pd-lucat_en:PDL1})} P T ve 10
R T sa—— 3 IlerD—vFDer Yes) MM ]

Identifying inaccuracy in data hasOncologicalTreatment(Neoadjuvant, ?x) — hasOncologicalTreatment(Chemotherapy, ?x)

3 The following SPARQL query provides output
‘ For example, the patients hitp://research.tib.eu/pd-lucatlentity/1255606_L CPatient
Lung cancer patient with medical record id 1255806
1 SPARQL has received st of chemotherapy drugs but the data does not contain information about that
© SELECT DISTINCT 25 WHERE { : patient receivina oncoloaical treatment ‘Chermotherapy .
E ?s a p4-lucat:LCPatient .
?s pd-lucat:hasOncologicalTreatment p4-lucat_en:Neoadjuvant. = SRmDIiG 5 s
?s pd-lucat:hasOncologicalTreatment ?x . i | = <hps:/iresearch.tib.eulpd-lucavenity/Pacitaxel
FILTER 7. = pilicat enithenctierany) i - <hupsi/irosarch.tib.oulpd-lucationt o
FILTER (!EXISTS
{?s p4-lucat:hasOncologicalTreatment p4-lucat_en:Chemotherapy})}

i PREFIX p4-lucat: <http://research.tib.eu/pd-lucat/vocab/> @
i PREFIX p4-lucat_en: <http://research.tib.eu/p4-lucat/entity/>

7-hasCUlAnnotation « <htips/iresearch.tib.eu/pd-lucatentity/C000 >
- 02769~

l, asOncologiealTreatmant

Potential missing relationships hasStage(IB, ?x) — hasOncologicalSurgery(Lobectomy, ?x)

: PREFIX p4-lucat: <http://research.tib.eu/p4-lucat/vocab/>

The following SPARQL query provides us the heuristic
: PREFIX p4-lucat_en: <http://research.tib.eu/p4-lucat/entity/>

based negative edges of
hasOncologicalSurgery(Lobectomy, ?x)

: SELECT ?X WHERE {
: 2X p4-lucat:hasStage p4-lucat_en:IB .

2X p4-lucat:hasOncologicalSurgery 2Y1 . For example, the patients

FILTER (?Y1!= p4-lucat_en:Lobectomy) . i f"n firesearch. :E ;u et en 2515207&?:3‘”"
FILTER (!EXISTS { E : e = -

X p4-lucat :hasOncologicalSurgery pd-lucat_en:Lobectomy})}} : Did not receive ‘Lobectomy’ surgery.

Fig.2. Use cases: Illustration of use cases with example rules to demonstrate the
usage of SPARQL queries over KGs to analyze the mined logical rules. The figure
shows all three use cases exhibited in the video demonstration of DIGGER.

3 Demonstration of Use Case

The demonstration aims at illustrating the importance of considering the seman-
tics of KGs in mining logical rules from ground facts. Also, use cases in Fig.2
that help in analyzing the mined logical rules are described in this section.

Adhering to Clinical Guidelines: Attendees will be able to observe the
mined logical rules that are used to explain lung cancer treatments. Simi-
larly, attendees will be able to discover the mined logical rules utilized in
identifying patients that violate the clinical guidelines. Clinical guidelines are
oncologists’ treatment protocols for lung cancer. For instance, the logical
rule hasStage(IVB, X), hasOncologicalTreatment (Immunotherapy, X) =
hasBio(PDL1, X) states if a patient is in cancer stage I'V and receives an onco-
logical treatment Immunotherapy then it is most likely that the patient is positive
for biomarker PDL1. This rule complies with the clinical guidelines established
by oncologists. The PCA Confidence score computed for the above-mentioned
rule was 0.966 which states the KG is partially complete and has heuristic-based
negative edges. Therefore, there are few patients that do not abide by the clinical
guidelines. By running SPARQL queries over the KG, our framework can iden-
tify a patient who is not following the guidelines. As a result, we can conclude
that the identified patient may be violating clinical guidelines, and the missing
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link for that patient may correspond to the prediction of hasBio(PDL1, X); to
complete KG.

Identifying Inaccuracy in Data: The attendees will be able to dis-
cover the usage of mined logical rules in detecting errors in the data.
Errors in clinical data are common and can result in incorrect outcomes.
Mining logical rules over KGs aids in the detection of data errors. For
example, the mined logical rule hasOncologicalTreatment (Neoadjuvant, X)
= hasOncologicalTreatment (Chemotherapy, X) with computed PCA Confi-
dence score of 0.971; one patient is identified as receiving Neoadjuvant oncological
treatment but not receiving oncological treatment Chemotherapy. Further inves-
tigation revealed a data error in which chemotherapy drugs were administered
to that patient but chemotherapy treatment was not recorded in the data. This
type of error potentially leads to false conclusions about patients’ treatments and
is, thus scrutinized by DIGGER to help the oncologists make better decisions.

Pearson correlation coefficient and p-value for testing non-correlation with p-value: 1.0427222595816376e-95

PCA Confidence Inferred PCA Confidence

Rules
Rules

02 08 10

04 06 04 06
PCA Confidence Inferred PCA Confidence

Fig. 3. Distribution of PCA Confidence: Analysis to demonstrate the usage of
entailment regimes and inference over KGs. The experimental results of the proba-
bility of the correlation between PCA Confidence and Inferred PCA Confidence. 1t is
represented by the p-value which states that the metrics are statistically significant.

Potential Missing Relationships: Attendees will be able to explore the
mined logical rules in identifying the potential incomplete edges of KGs using
the PCA. The definition of negative edges in a labeled-edge graph G = (V, E, L)
is not precise under the OWA. The goal of the PCA is to make accurate
predictions that can potentially complete the large incomplete KGs. To illus-
trate potential missing links in the KG a logical rule hasStage(IB, X) =
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hasOncologicalSurgery(Lobectomy, X) states that patients who are in can-
cer stage IB receive oncological surgery as Lobectomy. The PCA Confidence
score computed for this rule was 0.976. Using a SPARQL query, DIGGER is
able to identify two patients who were recorded to be in stage IB and did not
receive Lobectomy. As a result, we can conclude that these two patients in the
KG have missing links to oncological surgery and can be regarded as potential
predictions. DIGGER is domain agnostic but in order to evaluate the accu-
racy of the use cases used in this work clinical guidelines are considered and
humans are in a loop. Another study aims at reporting the impact of injecting
entailment regimes on the KGs. In contrast to naive approaches, DIGGER takes
rdfs:subProperty0f into account for the experiments in the current example.
This yields higher metrics values and demonstrates potential true predictions.
For example, higher Inferred PCA Confidence of a rule quantifies the KG’s par-
tial completion by identifying more productive rules. The mined logical rules
with all the metrics are computed on the KGs first without considering the
entailment regimes to obtain PCA Confidence. Further, the entailment regimes
are injected into the same KG before mining the logical rules. A null hypothesis
test (i.e., p-value) shown in Fig.3 is used to observe the difference in metrics
value to compare the results.

4 Conclusion and Future Work

We demonstrate our framework that allows semantically identifying missing
information in terms of relationships in the KG or data. Additionally, atten-
dees will be able to observe how we use logical rules to discover potential errors,
relationships, and protocol violations in the healthcare domain. To justify the
demonstration, the oncologists from the P4-LUCAT project confirmed our exper-
imental findings. By incorporating the analysis discussed in this paper, we aim to
design a scalable rule mining system that takes into account all of the semantics
of the KGs to discover more meaningful insights. More importantly, evidence of
the work presented and the analysis methodology will be provided.

Acknowledgements. This work has been supported by the project TrustKG - Trans-
forming Data in Trustable Insights with grant P99/2020 and the EraMed project P4-
LUCAT (GA No. 53000015).
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Abstract. The dynamicity of semantic data has propelled the research
on RDF Archiving, i.e., the task of storing and making the full history of
large RDF datasets accessible. However, existing archiving techniques fail
to scale when confronted with very large RDF datasets and support only
simple SPARQL queries. In this demonstration, we therefore showcase
GLENDA, a system that can run full SPARQL 1.1 compliant queries over
large RDF archives. We achieve this through a multi-snapshot change-
based storage architecture that we interface using the Comunica query
engine. Thanks to this integration we demonstrate that fast SPARQL
query processing over multiple versions of a knowledge graph is possible.
Moreover, our demonstration provides different statistics about the his-
tory of RDF datasets that can be useful for tasks beyond querying and
by providing insights about the evolution dynamics of the data.

Keywords: RDF archives + SPARQL - RDF - temporal queries *
versioned queries * time-travel queries + versioning

1 Introduction

Despite most approaches assuming RDF datasets on the Web to be static and
providing optimizations for this case, in reality most RDF datasets are consis-
tently evolving [3,5]. Although there has been some work on archiving, where
the focus has been more on storing previous versions, research has not yet been
paid much attention to efficiently querying past versions of a knowledge graph
without depending on specific system setups [1].

A straightforward way to keep track of the history of RDF data is to store
each revision of the dataset as an independent copy. Intuitively, this does not
scale well and can become prohibitive for large RDF datasets with long histories.
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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While few efficient solutions for RDF archiving have been proposed [6,9], they
support queries on single triple patterns only. This means that executing full
SPARQL queries on RDF archives still requires additional post-processing.

In this demo paper, we therefore present GLENDA, a system for execut-
ing full SPARQL queries over RDF archives. GLENDA is built on top of a
multi-snapshot change-based storage system for RDF archives [6] that has been
integrated with the Comunica [11] SPARQL engine. In the remainder of this
paper, we first detail the technical architecture of GLENDA in Sect.2. Then,
we describe and illustrate GLENDA’s main functionalities in Sect. 3. Finally, we
conclude and discuss future work in Sect. 4.

2 The GLENDA System

Overview. At its core, GLENDA is composed of three distinct and independents
components, namely (i) a storage layer composed and an RDF archive store, (ii)
a query engine that communicates with the storage layer via an API, and (iii)
a user interface in the form of a web application. The query engine is accessible
by the client through a SPARQL endpoint.

SPARQL \ Triple SPARQL Endpoint

query bindings Connection
(Comunica) | m E

Triple Triples Storage 0 1
patterns streams API
‘ Storage Layer | E m

(OSTRICH) 2 3 4

(a) GLENDA components. (b) Storage layer’s architecture.

Fig. 1. GLENDA architecture and components

Figure 1a illustrates the high level architecture of GLENDA. The user inter-
acts with a web-based GUI, where they can write SPARQL 1.1 [8] compliant
queries. The query engine is exposed through a SPARQL endpoint with support
for versioned queries. The query engine decomposes the full SPARQL query
written by the user into versioned triple pattern queries that can be executed
natively by the storage layer, which returns answers as triple streams.

Storage Layer. We make use of an extension of the OSTRICH [6] system as
storage layer. OSTRICH is a scalable engine for RDF archiving that stores the
history of an RDF dataset in a single delta chain. A delta chain is comprised
of an initial snapshot followed by a sequence of aggregated changesets (Fig. 1b).
OSTRICH supports versioned queries on single triple patterns with optional
offsets. It also provides efficient cardinality estimations for triple patterns. We
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resort to an extension of OSTRICH, presented in [6], that models revision his-
tories using multiple delta chains. As shown in [6], this improves the ingestion
time of new revisions drastically — in particular for very long histories.

Query Engine. We chose the Comunica [11] query engine to build our SPARQL
endpoint. Comunica is a modular, high-performance RDF query engine with
full support for the SPARQL 1.1 standard. Building on top of the work from
Taelman et al. [10], we opted for a minimal change to the SPARQL language, as
a full extension is outside the scope of this demonstration. The semantic of the
GRAPH keywork is changed so that it references versions instead of graphs. We
implemented support for three standard types of versioned SPARQL queries [2]
described in the following.

— Version Materialization (VM). These are queries over a specific version
of the RDF Archive. These queries use the notation GRAPH <version:k> for
ke{0,1,...}.

— Delta Materialization (DM). These are SPARQL queries over the change-
set between two versions. This is achieved by using the notation for VM
queries in combination with the FILTER (NOT EXISTS) construct.

— Version Queries (VQ). These are SPARQL queries that yield version-
annotated query results. They resort to the notation GRAPH ?version.

User Interface. We build our GUI as a regular web-page using HTML, CSS,
and Javascript. We resort to the Yasgui! library for the SPARQL query interface,
and the Plotly? library for our graphics and visualizations. More details about
the user interface and its functionalities can be found next in Sect. 3.

3 Demonstration of GLENDA

We now demonstrate the capabilities of GLENDA on the BEAR-C dataset [2],
which provides 32 snapshots from the Open Data Portal Watch project [4]
together with ten full SPARQL queries. To the best of our knowledge, no publicly
available system is currently capable of running the queries of this benchmark.

Figure 2a depicts GLENDA'’s query interface, where the user can write and
execute SPARQL 1.1 queries, optionally using our versioning constructs. The
queries from the BEAR-C benchmark can be chosen from the dropdown menu
on top. The query type can be chosen among VM, DM and VQ queries, and the
provided sliders can help the user chose the versions to query.

By selecting the tab “Statistics”, the user can have access to various statistics
about the underlying dataset (Fig.2b). These are state-of-the-art metrics that
describe the dynamics of an RDF archive [5]. Explanations for the metrics are
available as tooltips triggered by hovering the mouse over the metric’s name. A
video showing all the capabilities of GLENDA can be found on YouTube®. The

! https://triply.cc/docs/yasgui-api.
2 https://plotly.com/javascript,/.
3 https:/ /youtu.be/DoNjw3V60So.
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GLENDA: Running SPARQL Queries on RDF Archives

Query 10 Query Type:  © VM 0 DM © VQ

1+ PREFIX dcat: <http://www.w3.org/ns/dcat#> < ’
2 PREFIX dc: <http://purl.org/dc/terms/>
3 PREFIX rdf: <http://www.w3.org/1999/62/22-rdf-syntax-ns#>

4+ SELECT * WHERE {

5+ GRAPH Pversion {

6 ?dataset rdf:type dcat:Dataset .

7 2dataset dc:title ?title .

8 ?dataset dcat:distribution ?distribution .

9 ?distribution dcat:accessURL PURL .

10 2distribution dcat:mediaType ?mediaType .

1 ?distribution dc:title ?filetitle .

12 2distribution dc:description ?description .

13

14} LIMIT 20

15

EiTabe S Response 20 results in 34.928 seconds Simple view ) Ellipse® [iiereryeni | Pagesize: (o v| & @
dataset description tribution filetitie mediaTy...  title URL version

1 <hipiiopen-data.europa.c... demo_mor_e... <hiip:iopen-data.europa.eulen/data/dataset... ESMS metadata (... —texthtmi <hitp://ec.europa.eul... <versio..

2 <htipJiopen-data.europace... demo_mor_e... <http:/iopen-data.europa eu/en/data/dataset... ESMS metadata (... texthtmi <http://ec.europa.eul... <versi...

3 <hlipJiopen-data.curopac... demo_mor_e... <hlip:/iopen-dala europa eu/en/data/dataset... ESMS mefadata (.. texvhtml  Life expectanc... <hiip://ec.europa.eul... <versio.

4 <Nttpiiopen-data europace... demo_mor_e... <hitp:/open-data.europa.eulen/data/dataset... ESMS metadata (... texthtml  Life expectanc... <hitp:/ec.europa.eul... <versio...

5 <htipJiopen-data.curopae... demo_mor_e... <htip:/iopen-data europa eu/en/data/dataset... ESMS metadata (... texthtml  Life expectanc... <hitp://ec.europa.eul... <Versio..

6  <htip/jopen-data.europace... demo_mor_e... <http://open-data.europa eu/en/data/dataset... ESMS metadata (... texthtml  Life expectanc... <hitp://ec.europa.eul... <versio...

7 <htipJiopen-data.europace... demo_mor ... <http:/iopen-data europa eu/en/data/dataset... ESMS metadata (... texthtml  Life expectanc... <hitp://ec.europa.eul... <Versio...

8  <htip/jopen-data.europace... demo_mor_e... <htp://open-data.europa.eu/en/data/data ESMS metadata (... texthtml <hitp://ec.europa.eul... <versio..

9 <htipJiopen-data.europace... demo_mor_e... <http:/open-data.europa eu/en/data/dataset... ESMS metadata (... —texthtml <http://ec.europa.eul... <versio...

10 <hitpiiopen-data.europa.c... demo_mor_e... <hitp:/iopen-data.europa.eulen/data/dataset... ESMS metadata (... texthtmi  Life expectanc... <hiip:/ec.europa.eul... <versio.

‘Showing 1 to 10 of 20 entries < 12 >

O ==

(a) GLENDA main page and query interface.

GLENDA: Running SPARQL Queries on RDF Archives

Statistics for the BEAR-C dataset
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(b) GLENDA statistics page.

Fig. 2. GLENDA’s user interface
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system is publicly available at https://glenda.cs.aau.dk and more information
can be found on our project webpage?*.

4 Conclusion

We have presented GLENDA, a system to execute full SPARQL queries on RDF
archives. We detailed the technical makeup of the system and how its different
components interact with each other. We explained how queries over archives
can be executed with full SPARQL 1.1 via the use of special URIs for named
graphs. GLENDA presents itself as a web interface to the user, with user-friendly
tools to build and execute queries over RDF archives. We have demonstrated,
GLENDA’s capabilities on the BEAR-C dataset and queries, which no other
system can currently fully support.

In our future work we have planned to consider the development and study
of alternative snapshot strategies. Moreover, we envision to reduce the required
storage space via more efficient serialization techniques for timestamped deltas.
We also expect to improve query processing with advanced RDF representations
and novel indexing approaches [7]. Similarly, we envision to study the use of ded-
icated extensions to the SPARQL language for versioned queries, which would
allow for greater flexibility in the querying process, while enabling the simulta-
neous use of graphs and versions. Finally, we plan to improve the performance
of the system further by implementing a more efficient streaming of the results
from the storage layer to the query engine.

Acknowledgements. This research was partially funded by the Danish Council for
Independent Research (DFF) under grant agreement no. DFF-8048-00051B, the Poul
Due Jensen Foundation, and the TAILOR Network (EU Horizon 2020 research and
innovation program under GA 952215). Ruben Taelman is a postdoctoral fellow of the
Research Foundation - Flanders (FWO) (1274521N).
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Abstract. Various research activities rely on citation-based impact
indicators. However these indicators are usually globally computed, hin-
dering their proper interpretation in applications like research assess-
ment and knowledge discovery. In this work, we advocate for the use
of topic-aware categorical impact indicators, to alleviate the aforemen-
tioned problem. In addition, we extend BIP! Services to support those
indicators and showcase their benefits in real-world research activities.

1 Introduction

Citation-based impact indicators, like citation counts, have found a variety of uses
during the previous years as a way to facilitate various research-related activi-
ties. First of all, they are used by scientific literature search engines (e.g., Seman-
tic Scholar!, BIP Finder?) to rank keyword search results assisting researchers
in prioritising their reading. Moreover, they have been exploited as facilitators in
research assessment activities [4], while they have also become the basis for mon-
itoring scientific output (e.g., [2]). The majority of these indicators are based on
network analysis algorithms that rely on citation data and publication metadata
(e.g., publication year, author lists etc.).

However, impact indicators have been related to various problems that plague
research community at large. For instance, scientific literature search engines
incorporate a limited number of indicators that capture a narrow perspective of
scientific impact [5]. Specifically, most of them only support citation count, which
has specific known issues (e.g., bias against recent articles, vulnerable to excessive
self citation attacks). Moreover, in research assessment, evaluators often tend to
over-rely on impact indicators without delving into the researchers’ CVs and
publications. Using indicators as “evaluation shortcuts” has been identified as a
problematic approach [4] that often results in unfair research assessment.

But an even more important problem is that, in the aforementioned appli-
cations, users are allowed to compare articles from different fields, something
that can lead to misconceptions. Academic search engines often return results

! Semantic Scholar: https://www.semanticscholar.org/.
2 BIP! Finder: https://bip.imsi.athenarc.gr/.
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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from different topics, since the same keywords can be related to various fields.
Similarly, academic CVs usually contain publications from multiple fields, hence
directly comparing impact indicators likely results in misjudgements.

Since it is not realistically possible to alleviate all impact-indicator-related
problems, they should always be used with caution and only supplementary to
other (qualitative) evidence. However, impact indicators can still have an assist-
ing role in various applications, therefore alleviating some of their problems
remains valuable. Motivated by this, we adapt the multi-perspective impact indi-
cators provided by BIP! DB [7] into a set of topic-aware, categorical indicators.
To transform the numerical values of the original indicators into categorical, we
translate them into percentile rank classes (similarly to the approaches described
in [1]). We believe that this is useful since the categorical indicators are easier
to interpret. Finally, we showcase the benefits of these topic-aware indicators in
real-world applications by extending the BIP! Services® to incorporate them.

2 Implementation

2.1 Topic-Aware, Categorical Impact Indicators

As mentioned, to alleviate the problems mentioned in Sect. 1, we advocate on the
use of a variation of the impact indicators offered by BIP! DB [7]. This database
already follows a multi-perspective approach providing a variety of indicators
that capture different aspects of publication scientific impact. For this work we
focus on the following indicators:*

— Popularity. Tt reflects the “current” impact/attention (the “hype”) of an arti-
cle based on the underlying citation network.

— Influence. It reflects the overall/diachronic impact of an article in the research
community at large, based on the underlying citation network.

— Clitation Count. The number of citations an article has received (it also reflects
overall/diachronic impact).

— Impulse. It reflects the initial momentum of an article directly after its pub-
lication, based on the underlying citation network.

BIP! DB calculates scores on the whole citation network. Based on the indica-
tor value, it is possible to assign a global categorical value to each paper according
to the percentile® into which it belongs. Hence, in this way, it is possible to define
five categorical impact indicators, one for each of the initial indicators. We refer
to these categorical indicators as “Popularity class”, “Influence class”, “Citation
count class”, and “Impulse class”, respectively.

3 BIP! Services: https://bip.imsi.athenarc.gr/.

4 More details (e.g., the calculation algorithms) for these indicators can be found here:
https://bip.imsi.athenarc.gr/site/indicators.

5 Percentiles are not strongly affected by outlier values, and can be easily calculated
even if the underlying data are heavily skewed.
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We proceed a step further by annotating each article with its relevant topics
(details in Sect.2.2) and, then, calculating topic-specific versions of the afore-
mentioned categorical indicators. In this way, for each article, apart from its
global impact classes we also calculate topic-specific ones for all its related top-
ics. In particular, for each topic, we compute the percentiles for all indicators
as follows: first, we rank the topic-related articles by the given impact indicator
in descending order; then, each publication is assigned a percentile based on
the distribution of scores and we assign the respective class to the article. For
all categorical indicators, the following impact classes are used: Top 0.01%, Top
0.1%, Top 1%, Top 10%, Average (rest 90%).

2.2 Data Collection, Processing, and Publishing

To calculate the topic-aware, categorical impact indicators, we get the respec-
tive impact indicator scores from BIP! DB. The version used for the needs of the
current paper was version 8 containing indicators for almost 134M articles.® We
then associated these articles with (L2) topics from OpenAlex [3] (284 in total).
We chose to keep only the three most dominant topics for each publication, based
on their confidence score, and only if this score was greater than 0.3. After this
process, we ended up with more than 75% of the articles in BIP! DB being asso-
ciated to at least one topic. Subsequently, we calculated the topic-specific impact
classes for each publication. Given a specific topic, each publication was assigned
with an impact class from the set {C1, C2, C3, C4, C5}, with C1 correspond-
ing to the Top 0.01% class and C5 to that of Average impact. We integrated
those indicators in BIP! DB dataset that is openly available on Zenodo.

2.3 BIP! Services Extensions

To demonstrate how the previous indicators can be useful in practice, we focused
on two use-cases: scientific knowledge discovery and research impact monitoring.
For the former case, we have extended the BIP! Finder [5] academic search engine
accordingly by modifying the Ul to (a) display the topics of each result and
its impact class according to each topic and (b) support topic-based filtering.
To visualise the impact classes, we have used a compact visualisation based
on icons that get particular color-codes for each class. Figure la illustrates the
results list and the filter for the query “semantic web”. For the latter case, we
have extended the BIP! Scholar [6] service that offers researcher profile pages
summarising research careers. Specifically, we have added a topic facet allowing
the researchers to reveal their impact on selected topics (Fig. 1b).

3 Demonstration Scenarios

At the conference, the audience will have the opportunity to interact with the
BIP! Services and examine the benefits that the topic-specific impact indicators
bring in various use-cases. We will also demonstrate the following scenarios.

5 https://doi.org/10.5281/zenodo.4386934.
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(a) Scientific knowledge discovery. (b) Monitoring a researcher’s impact.

Fig. 1. Topic-aware publication impact indicators in BIP! Services.

Scientific Knowledge Discovery. An audience member searches for the key-
words “semantic web” in BIP! Finder and determines (using the topic filter) that
only articles related to the “Artificial Intelligence” topic are of interest (Fig. 1a).
Each result contains the associated topics and for each of them the impact icons
inform the user about the topic-specific impact class of the result.

Monitoring a Researcher’s Impact. The same audience member, uses BIP!
Scholar, to display the profile of Tim Berners-Lee, a well-known researcher in
field of web technologies (Fig. 1b). By selecting each of the topic facets on top
of the profile (“Data science”), the user can reveal the impact of Berners-Lee in
the respective topic (e.g., how many popular works he has).

Acknowledgements. This work was co-funded by the EU Horizon Europe projects
SciLake (GA: 101058573) and GraspOS (GA: 101095129) and the EU H2020 project
OpenAIRE-Nexus (GA: 101017452).
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Abstract. This paper demonstrates the interactive user interface
PrivEx that helps data producers to reduce privacy risks raised by data
collection from service providers in the Semantic Web of Things. PrivEx
provides several types of support to data producers in their management
of the tension between the privacy risks and the utility of the data they
accept to publish. PrivEx is grounded on the formal framework pre-
sented in [1] for detecting automatically privacy risks raised by utility
queries. In the demonstration, we will illustrate the functionalities of
PrivEx, on a smart meter scenario inspired by a real-world use case
providing time series of electrical consumptions of different customers
associated with some metadata on their demographics, home sizes and
equipment.

Keywords: Privacy risks - Data exchange + Semantic Web of Things

1 Introduction

Personal data are increasingly disseminated over the Web through mobile devices
and smart environments. They are exploited for developing more and more
sophisticated services and applications. All these advances come with serious
risks for privacy breaches that may reveal private information wanted to remain
undisclosed by data producers. It is therefore of utmost importance to help
them to identify privacy risks raised by requests of service providers for utility
purposes. In [1], we have presented a formal framework supporting utility-aware
privacy preservation in the setting of applications where service providers request
collecting data from data producers to perform useful aggregate data analytics.
The approach that we promote to face the privacy versus utility dilemma in this
setting can be summarized as follows:

— Data producers specify by a set of privacy queries (kept secret) the (possibly
aggregated) data they do not want to be disclosed.

Partially supported by MIAIQGrenoble Alpes (ANR-19-P3IA-0003), PERSYVAL-Lab
(ANR-11-LABX-0025-01) and TAILOR, a project funded by EU Horizon 2020 research
and innovation programme under GA No 952215.
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— Data consumers make explicit by a set utility queries the data they request
to each data producer for offering them services in return.

— The compatibility between privacy and utility queries is automatically veri-
fied, and in case of incompatibility data producers get an explanation that can
be exploited later to help them find an acceptable privacy-utility trade-off.

In this paper, we demonstrate PrivEz an interactive user interface that
we have built! on top of the implementation of the formal results presented in
[1] for detecting automatically privacy risks raised by utility queries. The user
interface PrivEx provides several types of support to data producers in their
management of the tension between the privacy risks and the utility of the data
they accept to publish. First, it presents in an interpretable form the requests of
a service provider for utility purpose. Second, it provides a form-based interface
for guiding data producers in construction of privacy queries. Third, it detects
the privacy risks and provides a factual explanation for each detected privacy
risk. Last, it provides several options for modifying the utility queries to reduce
the detected privacy risks.

2 Smart Meter Use Case

We consider a smart meter scenario inspired by a real-world use case provided
by the Irish Social Science Data Archive (ISSDA) Commission for Energy Reg-
ulation (CER)?. This dataset includes time series of electrical consumptions of
different house owners. In addition, pseudonymized metadata are available on
customers’ demographics, home sizes and equipment associated to the electric
consumption time series. For capturing the properties describing the smart meter
data and the associated customers’ metadata in a uniform way, we have designed
a simple RDFS ontology?.

This ontology provides a shared vocabulary used by service providers to
express their utility queries (as illustrated in Fig.1) and by data producers to
express their privacy queries (as shown in Fig. 2).

In their most general form, the (privacy and utility) queries have 4 parts: (i) a
core pattern that specifies the combinations between properties to be satisfied by
the requested data; (i) a constraints part on the values of some of the properties
for filtering more precisely the requested data; (i) a result defining the target
properties the values of which must be returned by the query evaluation, and
possibly an aggregate function to be computed on groups; and (iv) a time window
part, if the aggregate function is computed on a dynamic property (such as
issda:consumption), to specify the time intervals over which the aggregation
must be computed.

Time windows are specified with two parameters: a size to express the dura-
tion of each time window, and a step to express the time interval separating

! Code is available at https://github.com /repository-code/PrivEx.

2 https://www.ucd.ie/issda/data/commissionforenergyregulationcer/.

3 Available at https://raw.githubusercontent.com/fr-anonymous/puck/main /issda__
schema.ttl.
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QueryID_[Utility queries expressed by the service provider to specify the data required for further data analytics and ion purposes

> uat I need to get the smart meter's number, the associated customer's number and the number of persons at home.

SELECT ?meterld Zoccupier 2numberOfPersons
WHERE {?meterld issda:associatedOccupier ?occupier . 2occupier issda:umberOfPersons 2numberOfPersons}

U2 Ineed to get, for people owning their home and having a yearly income greater than 75,000 Euros, their customer's number and their yearly income.

SELECT occupier ?yearlylncome

WHERE (?occupier issdayearlyincome ?yearlylncome . Zoccupier issda:owns ?owns . FILTER (?yearlylncome > 75000)}

< uQ3 I need to get the sum of power consumption for each smart meter's number computed every hour over the measurements of the previous 3 hours.

SELECT ?meterld ?timeWindowEnd SUM(?consumption)
WHERE {(?meterld ? .
GROUP BY ?meterld ?timeWindowEnd

TIMEWINDOW (3h, Th)

Fig. 1. Example of 3 utility queries expressed in their textual and SPARQL-like syntax

|__QueryID _[specification of your sensitive data: No answer to following privacy queries should be deduced

- PQ1 | do not want someone to be able to deduce my yearly income from my smart meter's number.

SELECT ?Meterld ?yearlylncome
WHERE {?Meterld issda:associatedOccupier ?Occupier . ?Occupier issda:yearlylncome ?yearlyincome}

< PQ2 1 do not want someone to be able to deduce the sum of my power consumption computed over intervals of 6 hours.

SELECT ?timeWindowEnd SUM(?consumption)
WHERE {(?Meterld issda:ct c
GROUP BY ?timeWindowEnd

TIMEWINDOW (6h, 6h)

Fig. 2. Example of 2 privacy queries expressed in their textual and SPARQL-like syntax

consecutive time windows, which can thus be sliding (like in the UQ3 query in
Fig. 1 or tumbling (like in the PQ2 query in Fig. 2).

3 Demonstration Scenario

In the demo, the following functionalities of PrivFEx will be demonstrated.

1. Guided construction of privacy queries: The form-based interface facilitates
the step by step construction of each privacy query as illustrated in Fig. 3.
In first step, the user enters the textual description of the query to be con-
structed. The second step (construction of the core pattern of each query)
is guided by the display of the ontology to help the user choose properties.
For the other parts, the user is guided by the interface to enter their choices
easily. During the demo, the attendees can see the interactive construction of
privacy query PQ2.

2. Detection and explanation of privacy risks: Each detected privacy risk comes
with an explanation based on the proof produced by the incompatibility
checking algorithm described in [1]. Each privacy risk is explained using two
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different levels as illustrated in Fig. 4. The first level simply points out the pri-
vacy queries likely to be violated by some utility queries that are also shown
to the user. The second level exhibits the corresponding privacy risk by pro-
viding a counter example in the form of synthetic data built from the ontology
and the (utility and privacy) queries involved. In the demo, attendees can see
the explanation for each detected privacy risk.

. Guided negotiation to reduce privacy risks: As illustrated in Fig. 5, the inter-
face lists several options for negotiating the utility queries involved in privacy
risks, either by refusing to answer them, or by modifying their result, or by
generalizing their conditions, or by changing the aggregate function, or by
changing the time window size or step. In the demo, attendees can observe
how the interface guides users for interactively removing or reducing the pri-
vacy risks.

= [Emamlsien +

Fig. 3. Screenshot of the steps followed for the construction of privacy query PQ2

Privacy Risks Analysis

-> Answering UQ3 over two contiguous time windows that cover exactly a time window of PQ2, may provide the following answers:
(meterNum1, 02-05-2023 19:26:17, 5)
< (meterNum?, 02-05-2023 16:26:17, 3)
-> As UQ3 and PQ2 compute the same aggregate, these two consecutive answers to UQ3 can be combined to compute the following answer of PQ2:
(02-05-2023 1926117, 8)

Fig. 4. Screenshot illustrating the explanation of detected privacy risk
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Fig. 5. Screenshot of the interface for guiding the negotiation of privacy risks

The functionalities of PrivEx are demonstrated in a demo video that is
accessible via the following link: https://www.veed.io/view/3{1{8db3-0ca8-4ebc-
b143-52bdc26{73de?panel=share.
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Abstract. Graphs, and notably RDF graphs, are a prominent way of
sharing data. As data usage democratizes, users need help figuring out
the useful content of a graph dataset. In particular, journalists with
whom we collaborate [3]| are interested in identifying, in a graph, the
connections between entities, e.g., people, organizations, emails, etc.

We propose PathWays, an interactive tool for exploring data graphs
through their data paths connecting Named Entities (NEs, in short); each
data path leads to a tabular-looking set of results. NEs are extracted
from the data through dedicated Information Extraction modules. Path-
Ways leverages the ConnectionLens platform [4,6] and follow-up work
on dataset abstraction [5]. Its novelty lies in its interactive and efficient
approach to enumerate, compute, and analyze NE paths.

Keywords: Data graphs - Graph exploration - Information Extraction

1 DMotivation and Problem Statement

Data graphs, including RDF knowledge graphs, as well as Property Graphs
(PGs), are often used to represent and share data. More generally, any struc-
tured or semistructured dataset can be viewed as a graph, having: (i) an internal
node for each structure element of the original dataset, e.g., relational tuple,
XML element or attribute, JSON map or array, URI in an RDF graph; (ii) a
leaf node for each value in the dataset, e.g., attribute value in a relational tuple,
text node or attribute value in XML, atomic (leaf) value in a JSON document,
or literal in RDF. The connections between the data items in the original dataset
lead to edges in the graph, e.g. parent-child relationship between XML or JSON
nodes, edges connecting each relational tuple node with their attributes, etc. In
a relational database, when primary key-foreign key pairs are present, they lead
to further edges allowing one tuple, e.g., an Employee, to “point to” the Com-
pany tuple representing their employer. This graph view of a dataset has been
introduced to support unstructured (keyword-based) search on (semi)structured
data, since [2,8] and through many follow-up works [12].
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Fig. 1. Sample data graph (left), and corresponding collection graph (right) on which
paths linking entities are explored (highlighted areas). (Color figure online)

1.1 Entity-Rich Graphs

Building on this idea of integrating heterogeneous data into graphs, the Connec-
tionLens system [4,6] has been developed to facilitate, for users lacking IT skills,
such as data journalists, the exploration of datasets of various models, including
relational/CSV, XML, JSON, RDF, and PGs. ConnectionLens turns any (set
of ) datasets into a single graph as outlined above. For instance, the data graph at
left in Fig. 1 features RDF triples about NASA spacecrafts (labeled edges), and
an XML document describing presidents who attended spacecraft launches (tree
with labeled node and unlabeled edges). ConnectionLens also includes Informa-
tion Extraction modules, which extract, from any leaf node in the data graph,
Named Entities (People, Locations and Organizations) [4], as well as other types
of entities that journalists find interesting: temporal moments (date, time); Web
site URIs; email addresses; and hashtags. We designate any of these pieces of
information as entities, and we model them as extra nodes, e.g., in the data
graph in Fig. 1, organizations appear on a pink background, people on yellow
and locations on green, respectively. Each entity is extracted from a leaf text
node, to which it is connected by a dashed edge. When an entity is extracted
from more than one text node, the edges connecting it to those nodes increase
the connectivity of the graph, e.g., “NASA” extracted from the nodes with IDs
15 and 17.

1.2 Entity Paths

Journalists are interested in the paths connecting entities in a given dataset. For
instance, in Fig. 1, they may want to know “how people are connected to places”.
Similarly, an article describes French real estate bought by family members of
dictators abroad; here, journalists ask “what are the paths between people and
cities (where real estate is)?”. Importantly, we should consider paths irrespective

of the direction of the edges in the data graph. This is because, depending on

. boughtProperty locatedIn
how the data is modeled, we may encounter x Y c, or

hasOwner locatedIn

¢; both paths are interesting.

Goal: Efficient Exploration of Entity Connections. Journalist questions
such as those above ask for data paths ending in entity pairs of certain kinds.
When shown the set of corresponding labeled paths, users may pick one to further
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explore: how many pairs of entities are connected by each path? which entities
are most frequent, e.g., in which cities are most properties located? how do the
cities spread across countries, etc. Such analysis requires materializing the entity
pairs connected by the paths, which may be very costly, if (¢) the graph is large,
and/or (i7) there are many paths (the latter is almost always true, especially
since our paths may traverse edges in both directions. To mitigate this problem,
PathWays includes a materialized view recommender and view-based rewriting
module (Sect. 3), which significantly improve performance. Thus, PathWays enu-
merates paths between entities of user-selected types, (i) independently of the
edge direction, (ii) asking for user input to focus on the paths most useful to
them, and (#i7) efficiently. To our knowledge, PathWays is the first system built
for this flavor of graph exploration (see also Sect. 4).

2 Demonstration Scenarios

PathWays is developed in Java 11, on top of [4,5] which build the data and,
respectively, the collection graph (see below), and store them in PostgreSQL.

User interaction with PathWays starts by making some choices: “Which types
of entities to connect?” (in Fig. 1, organizations and people); “How many paths
to enumerate?” (say, 20) and “What is the mazimum allowed length for a path?”
(say, 10). In Fig. 1, four paths connect organizations and people; two are shown in
yellow and red highlight. Computing the paths on large data graph may be costly.
Instead, PathWays leverages a collection graph [5], a (much smaller) summary of
the data graph, grouping similar data nodes in a single collection node, e.g., the
spacecraft nodes 10 and 14 in the data graph are grouped in collection C1. For
each collection of nodes having text children, e.g., C8 labeled name, the collection
of these text children is denoted, e.g., name#; entities (people, locations, etc.)
are extracted from such texts. Any path in the data graph also exists in the col-
lection graph, thus PathWays enumerates paths on the smaller collection graph.
Each path is then translated in a query over the data graph, to obtain data paths
between actual entities. PathWays displays sample entity pairs connected by each
path, e.g., Nixon is connected to NASA because he attended a launch involving
N. Armstrong. Users can then apply more aggregation/analysis on the entity
pairs, look for frequent entities, etc. We will also show how PathWays optimizes
path evaluation (see below). We will use real-life datasets, such as PubMed,
the NASA dataset, RDF benchmarks, and GeoNames, to investigate connec-
tions between people and organizations, e.g., companies funding PubMed article
authors, geographic repartition of papers (PubMed) and launches (NASA), etc.
A preview of our demonstration can be found at https://team.inria.fr/cedar/
projects/abstra/pathways/.

3 View Materialization and View-Based Rewriting

When the data graph is large, paths are long, and/or many, evaluating path
queries on the graph may be inefficient, despite the graph being extensively
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indexed. However, as illustrated at right in Fig. 1, paths may overlap, e.g., the
edges connecting C1, C6 and C7 are common between the two highlighted paths.
Leveraging this observation, PathWays identifies the subpaths common to at
least two path queries. Then, with the help of a cost model, based on Post-
greSQL’s estimations, it materializes the most profitable shared subpath s; where
profit is: the decrease in the total path evaluation cost if the subpath is materi-
alized and its results used to evaluate the paths enclosing it, minus the cost to
materialize the subpath. PathWays then rewrites every path query pi,... pJ"
containing s;, using it as a materialized view. Then, we remove p},...,p}* from
the path set, and, in a greedy fashion, again look for the most profitable common
subpath sy for the remaining paths, etc. We stop when no subpath is profitable
(materializing it costs more than its cost savings). The complexity of the above
view selection algorithm is O(N2L + N3), for N paths of length at most L.

Sample Performance Saving. On the NASA RDF dataset (100.000 triples),
we enumerated 100 paths, of length 2 to 8, between locations and people. Eval-
uating them all took 419s, including 12 that timed-out at 30s. PathWays found
89 common subpaths; 16 were selected by our algorithm, which rewrote 98 path
queries using them as materialized views. Materializing the 16 paths took 0.1s,
and the total path query evaluation shrank to 6.93s, a speedup of 60x.

4 Related Work and Conclusion

Many graph exploration methods exist, see, e.g., [11]. Modern graph query lan-
guages such as GPML [7] (no implementation so far) or the JEDI [1] SPARQL
extension allow asking for paths between nodes matching some query variables.
Other systems interact with users to incrementally build SPARQL queries inter-
esting for them, e.g., [10] for queries with aggregation. In keyword-based search
(KBS, in short) [2,4,6,8,12], one asks, e.g., for connections between “Sivel Aliev”
(related to the Azeirbadjan president) and “Nice” (where she owns villas). KBS
is handy when users know keywords (entities) to search for. Complementing the
above, PathWays is focused on identifying and computing all paths between cer-
tain extracted entities, to give a first global look at the dataset content, for graphs
obtained from multiple data models. For performance, PathWays leverages a
compact graph summary and efficiently materializes views; our view material-
ization problem, focusing only on paths, is a restriction of that considered, e.g.,
in [9], enabling a low complexity while being very effective. We are currently
adapting our algorithm to other graph data management systems.

Acknowledgments. This work has been funded by the DIM RFSI PHD 2020-01
project and the AI Chair SourcesSay (ANR-20-CHIA-0015-01) chair.
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Abstract. We present an approach to connect semantic descriptions of
situations to program-based descriptions of processes. The main mech-
anism is a semantically formalised trigger that initiates a process. We
demonstrate the viability of the approach by modelling scenarios and
processes in petroleum geoscience.

1 Introduction

Semantic technologies are designed to build graph-based models to represent and
reason about static relationships between entities and their properties, but not
to represent dynamic behavior and changes. Although there is research focusing
on formalisation of the concept of change [6] and top-level ontology frameworks
to describe processes [1], there is still limited support for exploiting these models,
e.g. in simulations, to build conditionals and loops to model the scenario that is
described by the knowledge representations.

The distinction between utilizing semantic technologies to represent knowl-
edge of dynamic processes and programming languages to implement the dynam-
ics remains pronounced. The current work of [3] introduces a core programming
language called ‘Semantic Micro Object Language’ (SMOL) to map the dynamic
expression of an object-oriented programming language to the static descrip-
tion of semantic knowledge models, which demonstrates a structural approach
for closing the gap between descriptive and computational modeling languages.
Combined with the notion of programs as behavioural specifications, this enables
hybrid semantic and behavioural models.

In this work, we propose an architecture to connect the modeling of processes
in ontologies and the implementation of these processes in a simulator program.
To illustrate our approach, we explore petroleum geological process modeling,
which often involves complex reasoning, and for which various ontologies and
knowledge graphs have been constructed to represent knowledge [4].

Traditional quantitative geological process simulation produces results that
sometimes do not follow the geological knowledge and require experts to inter-
pret the results. Such challenges can be avoided in knowledge-based qualitative
simulation. Previous efforts [5] have shown that it is possible but still challenging
to simulate geological processes based on formal domain knowledge. Geological
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processes usually take place when a set of conditions are met and lead to certain
consequences. For each geological process, the corresponding conditions can be
summarized as a trigger. Therefore, in addition to modeling the domain knowl-
edge of the process, it is also important to model the condition that triggers the
process and the entities related to the process. The program can thus utilize the
trigger to query entities when a process starts.

Through our case study, we show how the notion of triggers is used to close
the gap between semantic technologies and programming languages. This app-
roach is not only easy to apply to other domains but also provides a clear struc-
ture for describing processes and implementing their simulation.

2 Architecture and Case Study

Our architecture is based on a split between so-called event triggers in the
domain knowledge, and event handlers in the program. A process on some entity
e is described two-fold. The ontology contains (a) the domain knowledge about
e, (b) the domain knowledge when a process is triggered on e and (c) the domain
knowledge of how this process relates to other processes. The program contains
(1) the computational knowledge about e and (2) the computational knowledge
of how the processes affect e.

The trigger bridges the gap between computation and description: while
described in the domain, it can be used to query inside the program all enti-
ties where a process is about to start.

Domain Knowledge. We first introduce some basic geological terms. The geother-
mal maturation and migration of organic matter is a pivotal geological process
for the energy industry, which makes it a fitting use case for our study. This
process involves the transformation of subsurface kerogen into oil and/or gas,
as a result of geothermal maturation, followed by its migration through strati-
graphic layers. The kerogen is dehydrated organic matter and compacted by
overlying rocks. The oil transformation window of kerogen is roughly around 90
to 150 °C, while the gas transformation window is mainly above 150°C [2]. We
molded these processes triggers, namely cooking and burning. The oil and gas
may eventually be trapped and stopped by an impermeable layer or escape to
reach the surface. Temperature and permeability are the two key factors in the
process, as oil and gas need the sufficient temperature to be generated, and rock
needs to be permeable to allow the petroleum to flow through.

In this use case, we are modeling the process of organic matter in the rock
transferring into oil or gas and migrating upward toward the surface. As a proof
of concept, we consider that the migration path is vertically upwards through
the stratigraphic layers. Each stratigraphic layer is homogeneous as it is consti-
tuted by only one type of rock. The only barrier to stop the migration is the
impermeable stratigraphic layer that petroleum can not flow through.
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domain:SiliciclasticRock SubClassOf domain:Rock
domain:Shale SubClassOf domain:SiliciclasticRock
domain: Sandstone SubClassOf domain:SiliciclasticRock
domain: StratigraphicLayer SubClassOf domain:constitutedBy exactly 1 domain:Rock
domain: StratigraphicLayer SubClassOf domain:constitutedBy only domain:SiliciclasticRock
domain: CookingTrigger EquivalentTo
(domain:constitutedBy some (domain:contains some domain:Kerogen))

and (domain:temperature some xsd:integer[> 60 and < 150])

domain: CookingTrigger SubClassOf domain:Trigger

Layer D

//@ = none, 1 = deposit, 2 = kerogen, 3 = volatile
Layer c class Shale extends GeolLayer(hidden Int kerogenStatus)

models(this.kerogenStatus == 1 || this.kerogenStatus == 2)
“a domain:Stratigraphic_Layer;
Layer B

domain:constitutedBy [a domain:Shale];

domain:constitutedBy [domain:contains [a domain:Kerogen]].";

models "a domain:Stratigraphic_Layer;
domain:constitutedBy [a domain:Shale].";

Unit cook() this.kerogenStatus = this.kerogenStatus +1; end

Unit burn() this.kerogenStatus = 3; end

end
class Sand extends GeolLayer(hidden Int porosity,

hidden Boolean hasHC)

models(this.hasHC)

"a domain:Stratigraphic_Layer;

domain:constitutedBy [a domain:Sandstone];

domain:constitutedBy [domain:contains [a domain:Kerogen]].";
models "a domain:Stratigraphic_Layer;

domain:constitutedBy [rdf:type domain:Sandstone].";

Unit compact()

if(this.porosity<3) then this.porosity = this.porosity +1; end
end
override Boolean canPropagate() return this.porosity < 3; end

end

Fig. 1. Nlustration of migration in rock layers (left); part of the domain ontology of
the scenario (upper); and the simulation code of shale layers in SMOL (lower)

Domain Model. The concepts of the stratigraphic layers and their rock types as
well as domain knowledge about their properties and process trigger conditions
are modeled in an ontology which is partly illustrated in the upper part of Fig. 1
upper part. Note that the ontology formalises only process triggers but not
models of the process themselves.

A trigger is equivalent to a physical entity that meets the required conditions
to trigger some processes. In this use case, the physical entity is the stratigraphic
layer. A stratigraphic layer is a layer that consists of one type of rock. We
considered two petroleum-relevant rock types, namely sandstone and shale.

In the perspective of Petroleum Geoscience, instead of fresh organic matter,
oil and gas is transferred from kerogen. This thermal transformation process is
modeled as cookingTrigger.
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Programming with Domain Knowledge. So far, entities are described in the
knowledge graph. To program with them, we use semantically lifted program-
ming (SLP). SLP is based on the idea of lifting a program state during program
execution into a knowledge graph, in our case, the geological knowledge, and
query it from within the very same program to use the domain knowledge for
computations. Our implementation is based the SMOL [3] implementation of
SLP. Our simulator has a general setup with classes for different kinds of layers
and rocks, and can simulate different actions, such as the deposition of material,
or its erosion. Here we show only the relevant part of the class for shale layers.

The class declares a field status that models the state of the hydrocarbons
within. In this field, two methods operate: cook, for cooking and burn for burn-
ing. Note that this modeling is optimized towards computations: it requires no
knowledge about the exact nature of these processes, or even a concept of hydro-
carbons. Instead, it can be manipulated with simple arithmetic operations.

Let us turn our attention to the models clause. It extends the semantic lifting
by adding additional knowledge about the program object. If the status is between
0 and 3, then additional axioms are added, namely that the object is constituted
by shale and contains kerogen, i.e., deposited and non-volatile hydrocarbons. In
case the status is different, only the axiom to describe is constitution is added.

This allows us now to interpret a program object in terms of the domain. To
facilitate an effective connection, the simulator is round-based, where each round
models the progressing of time by a certain step. During this time, some action
(erosion or deposition) is performed and the simulator state updated accordingly.
After each time round, the simulator queries itself, i.e., its own lifted objects,
for triggers. If the query for all entities that are triggering a cooking process,
returns a non-empty set, then on all these objects the cook method is called.
This is shown in Fig. 1, in the lower box. We stress again that this query is not
performed on external data, but on internal objects with external knowledge.

Our model implements a separation of concerns between domain modeling
of static structures, done in OWL, and modeling of dynamic behavior, done in a
standard object-oriented programming language. This reduces the redundancy
between code and ontology and provides a very clear interface between these
two worlds: the modeling bridge that interprets an object in the domain. Note,
however, that a SMOL object is not a geological layer, instead it is explicitly
linked to one. Similarly, a trigger remains purely in the domain, it is not a
concept of the programming language, but a technique to implement guards in
our setting.

The case study is available at smolang.org. We performed two experiments,
based on different sequences of deposition and erosion and can comprehend the
resulting hydrocarbon migration in great detail and with more domain knowledge
than the prior approach [5]. We note however that for now but we consider a
simpler setup with only a single column of uniform layers.
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3 Conclusion and Future Work

We presented an architecture to model processes by connecting knowledge and
computation: the same concept is modeled once in a knowledge graph and once
in a program, where the program entities can be connected with the knowledge
graph using semantical lifting. A process is modeled as (a) a trigger, which is a
domain description of entities where a process can start (e.g., cooking starts),
and (b) a method, a program description of the effects of the process (cooking
itself). An event handler is used to repeatedly query the program for triggered
entities, on which the method is subsequently executed.

This is the first work on modeling and simulating a geological process by
using semantic technologies and a programming language. We plan to extend
this work to model more complex geological processes and apply this to other
domains as a general method.

References

1. Arp, R., Smith, B., Spear, A.D.: Building Ontologies with Basic Formal Ontology.
MIT Press, Cambridge (2015)

2. Bjgrlykke, K.: Source rocks and petroleum geochemistry. In: Bjgrlykke, K. (ed.)
Petroleum Geoscience, pp. 361-372. Springer, Heidelberg (2015). https://doi.org/
10.1007/978-3-642-34132-8_14

3. Kamburjan, E., Klungre, V.N., Schlatte, R., Johnsen, E.B., Giese, M.: Programming
and debugging with semantically lifted states. In: ESWC, vol. 12731 (2021)

4. Ma, X.: Knowledge graph construction and application in geosciences: a review.
Comput. Geosci. 161, 105082 (2022)

5. Yu, I.C., et al.: Subsurface evaluation through multi-scenario reasoning. In: Patel,
D. (ed.) Interactive Data Processing and 3D Visualization of the Solid Earth, pp.
325-355. Springer, Cham (2022). https://doi.org/10.1007/978-3-030-90716-7_10

6. Zamborlini, V.C., Guizzardi, G.: An ontologically-founded reification approach
for representing temporally changing information in OWL. In: COMMONSENSE
(2013)


https://doi.org/10.1007/978-3-642-34132-8_14
https://doi.org/10.1007/978-3-642-34132-8_14
https://doi.org/10.1007/978-3-030-90716-7_10

®

Check for
updates

A System for Repairing ££ Ontologies
Using Weakening and Completing

Ying Li'2® and Patrick Lambrix!?23()

! Linkoping University, Linkoping, Sweden
patrick.lambrix@liu.se
2 The Swedish e-Science Research Centre, Linkoping, Sweden
3 University of Gavle, Gavle, Sweden

Abstract. The quality of ontologies in terms of their correctness and
completeness is crucial for developing high-quality ontology-based appli-
cations. Traditional debugging techniques repair ontologies by removing
unwanted axioms, but may thereby remove consequences that are correct
in the domain of the ontology. We propose an interactive approach to
mitigate the negative effects of removing unwanted axioms for €L ontolo-
gies by axiom weakening and completing. This is the first approach that
allows for different ways to combine removing, weakening and complet-
ing. The choice of combination strategy influences the amount of work
for a domain expert as well as the completeness of the repaired ontology.
In this paper we describe a system based on a repairing approach that
allows for different such combinations (This is a companion paper to [3],
a paper accepted at the main track of ESWC 2023, and presents one of
the two systems proposed in [3].).

1 Introduction

Debugging ontologies aims to remove unwanted knowledge in the ontology. This
can be knowledge that leads to logical problems such as inconsistency or inco-
herence (semantic defects) or statements that are not correct in the domain
of the ontology (modeling defects) (e.g., [1]). The workflow consists of several
steps including the detection and localization of the defects and the repairing
[2]. In the classical approaches for debugging the end result is a set of axioms
to remove from the ontology that is obtained after detection and localization,
and the repairing consists solely of removing the suggested axioms. However,
first, these approaches are usually purely logic-based and therefore may remove
correct axioms (e.g., [4]). Therefore, it is argued that a domain expert should val-
idate the results of such systems. Furthermore, removing an axiom may remove
more knowledge than necessary. Correct knowledge that is derivable with the
help of the wrong axioms may not be derivable in the new ontology.

In this paper, we discuss one of two implemented systems based on the app-
roach in [3]. The system supports an interactive repairing approach using weak-
ening and completing to mitigate the negative effects of removing unwanted
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axioms in £L ontologies. For formal definitions, the underlying algorithms and
experimental results, we refer to [3].

2 Repairing system

We implemented a Protégé plugin for repairing based on the Algorithm C9 in [3].
Using this algorithm the user can repair all unwanted axioms at once, or one at a
time by iteratively invoking this plugin, thereby allowing for two of the possible
choices presented in [3]'. We use the Mini-GALEN ontology, visualized in Fig. 1a
as a running example for the use of the system. After loading the target ontology
into Protégé, starting the built-in reasoner and entering the wrong axiom(s) by
selecting left /right-hand concepts from the list of concepts in the ontology (Fig.
1b), the user starts a repairing by weakening the wrong axioms first.

Axioms details
PathologicalPhenomenon NonNormalProcess
T

related to torepair

T

‘This includes: The lefthand side concept as wellas the right hand side concept

CardioVascularDisease Fracture > PathologicalProcess
‘ Left-hand concept

T
|k 7| Right hand concept
InflammationProcess ‘Show unsatisfiable concepts Add axiom
| n
ncoca
a cess

s
F > PathologicaProc

Carditis

R

Endocarditis

F GranulomaProcess

(a) The domain expert’s knowledge about
the subsumption axioms in the Mini-
GALEN ontology is marked with T (true)
or F (false) at the arrows. (b) Input the whole wrong axioms set.

Continue | Cancel

Fig. 1. Ontology and ontology repairing wizard.

Weakening aims to mitigate the effect of removing wrong axioms by replac-
ing them with correct weaker axioms. This means that a wrong axiom o C f3
would be replaced by a correct weaker axiom sb C sp such that sb is a sub-
concept of a and sp is a super-concept of 5. In the weakening step, the set of
sub-concepts of a (sub) and the set of super-concepts of 3 (sup) are generated,
thereby representing the possible choices for weaker axioms. The weaker axioms
are visualized in two ways: (i) as a list of axioms and (ii) by the sub and sup sets.
In the former case weakened axioms are chosen by clicking the Validate relations

! We also implemented a stand-alone system based on the ££ version of the RepOSE
system [5] where the user can choose different ways to combine removing, weaken-
ing, completing and updating strategies, thereby providing a choice in the trade-off
between validation work and completeness of the repaired ontology. The systems are
available at https://www.ida.liu.se/~patla00/publications/ESWC2023/ and a demo
for the Protégé plugin is available at https://www.ida.liu.se/~patla00/publications/
ESW(C2023/Demo-video.mp4.
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button, selecting the axioms in the list and clicking the Validate button. In the
latter case the user can choose weakened axioms by clicking on a concept in
the sub set and a concept in the sup set and validate the axiom by clicking the
Validate button. The weakening step is finished by clicking the Weakening done
button. The completion step is started using the Continue button.

Example. Figure 2a shows the sub and sup of the wrong axiom Pathologi-
calProcess C InflammationProcess. The weaker axiom PathologicalProcess T
NonNormalProcess is correct and can thus be selected by choosing the Patho-
logicalProcess from sub and NonNormalProcess from sup (visualization) or by
choosing from the axiom list as in Fig. 2b.

nnnnnnnnnnnnn

(a) Sub and sup of (b) The candidate weaker axioms list of
PathologicalProcessCInflammationProcess. PathologicalProcessCInflammationProcess.

Fig. 2. Axiom weakening.

Completing aims to find correct axioms that are not derivable from the
ontology yet and that would make a given axiom derivable. For the repairing,
after a weakened axiom a C [ is validated, the completion step finds correct
axioms sp C sb such that sp is a super-concept of a and sb is a sub-concept of 3.
If sp C sb is added to the ontology, then oo £ § would be derivable. We compute
two sets, source and target. These are similar to sup and sub, respectively, but
exclude concepts that would introduce equivalence relations in the ontology.
These sets represent the possible choices for completing axioms. These axioms
are visualized in two ways: (i) as a list of axioms and (ii) by the source and target
sets. In the former case completing axioms are chosen by clicking the Validate
relations button, selecting the axioms in the list and clicking the Validate button.
In the latter case the user can choose completing axioms by clicking on a concept
in the source and a concept in the target and validate the axiom by clicking
the Validate button. As adding completed axioms adds new knowledge to the
ontology that was not earlier derivable, the system allows to find additional
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correct axioms by invoking the completion process again?. Clicking the < and
> buttons allows to work on the completing for other axioms.

Example. After the weakening step, we obtained the weakened axioms set
{PathologicalProcess T NonNormalProcess, InflammationProcess C NonNor-
malProcess}. Fig. 3a shows the source and target sets of InflammationProcess
C NonNormalProcess. The axiom InflammationProcess C PathologicalProcess
is a correct axiom and was not derivable from the ontology yet. Adding this
axiom (by using the visualization or by using the axiom list) makes the ontology
more complete. Similar operations can be performed for the other axiom in the
weakened axiom set. In this case no stronger axiom than PathologicalProcess C
NonNormalProcess would be found and thus this axiom is kept as is.

(a) Source and target of ] o
InflammationProcessENonNormalProcess. (b) The summary info panel.

Fig. 3. Completing axioms and repairing process summary.

When all the desired axioms are added, clicking the Finish button closes
this wizard and the new ontology is updated automatically. A summary panel is
shown (Fig. 3b), displaying the original wrong axioms, the computed weakened
axioms and the completing axioms. The final ontology is created by removing
the wrong axioms and adding the completing axioms. The weakened axioms will
be derivable from the final ontology.

3 Conclusion

In this paper, we introduced a tool for repairing wrong axioms in an ontology,
which uses an interactive way that contains the removing, weakening and com-
pleting operations to preserve as much correct knowledge as possible to mitigate

2 The possibility of multiple iterations of the completing phase is an extension of the
method in [3]. This can be done by clicking the Next iteration button.
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the influence of removing wrong axioms. To our knowledge it is the first system
that combines all these operations. In the demonstration we show a repairing
session for parts of the experiments in [3].
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Abstract. This paper presents the implementation of a new user inter-
face (UT) for the Finnish fiction literature BOOKSAMPO knowledge graph.
The UI utilizes possibilities of semantic web technologies to provide the
end-user an enhanced search and browsing experience through faceted
search and data-analytical tools for Digital Humanities research.

Keywords: Digital Libraries + Linked Data - User Interfaces - Portals

1 Introduction

BookSAMPO! is a semantic portal containing information on virtually all
Finnish fiction literature. The portal makes use of the BOOKSAMPO knowledge
graph (KG) consisting of Linked Data (LD) descriptions of literary works and
other objects related to those works, e.g., authors and covers, that have been sys-
temically recorded for works in Finnish libraries since 1997 [6]. While the usage
of LD for library collections is not new [1], the BOOKSAMPO KG is a uniquely
rich fiction literature dataset on an international scale that offers countless pos-
sibilities for data analysis and literary research.

The currently available BOOKSAMPO PORTAL was published in 2011. It is
part of the series of Sampo portals? based on the “Sampo Model” for LD pub-
lishing [3]. The six principles of the Sampo Model are listed in Table1. The
currently available portal’s user interface (UI) was built with Drupal, and the
portal offers a text-based search engine for searching and exploring the under-
lying KG. While the search engine makes use of links between records, the full
potential of what LD could offer for digital libraries is not realized in the portal.
The reliance on a single text-based search field limits the user’s ability to place

! See project research homepage at: https://seco.cs.aalto.fi/applications/kirjasampo/.
2 See the homepage of Sampo portals at: https://seco.cs.aalto.fi/applications/sampo/.
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Table 1. Sampo Model Principles P1-P6

P1 | Support collaborative data creation and publishing

P2 | Use a shared open ontology infrastructure

P3| Make clear distinction between the LOD service and the user interface
(UI)

P4 | Provide multiple perspectives to the same data

P5 | Standardize portal usage by a simple filter-analyze two-step cycle

P6 | Support data analysis and knowledge discovery in addition to data
exploration

exact filters on the results. A single filter (e.g., setting) can be made more exact
by clicking on the property value links in the information pages of the works,
but placing multiple different filters (e.g., setting and genre of a work) requires
relying on just the text-based search for the additional filters. The user interface
also lacks meaningful ways of analyzing the returned results, limiting the use of
the portal for research purposes, even though the BookSaMpo KG data behind
it has immense potential for literary digital humanities (DH) research.

As a part of a project revisiting the BOOKSAMPO KG in 2022, a new semantic
UI based on integrated data analytic tools and faceted search was developed for
the BoOoKSAMPO KG. The new portal makes it possible for users to browse and
filter the results in a more effective way that was not possible with the previous
user interface, and provides easy ways of visualizing and studying the data in
different ways, using, e.g., charts, timelines, and maps. This paper presents this
new Ul developed using the Sampo-UI Framework® [5] based on the Sampo
Model.

2 BookSampo Knowledge Graph

The original BOOKSAMPO PORTAL? deployed in 2011 was developed as a part of
the national FinnONTO research initiative (2003-2012) [2]. The portal has then
been maintained by the Finnish Public Libraries® and had more than 1.1 million
distinct visitors in 20216. The original data came from legacy library databases
that were harmonized and transformed into RDF format. After this, the librari-
ans have maintained and enriched the data [7] by themselves. The original trans-
formed dataset contained more than 3 million triples with around 90000 new
triples being added monthly. Today the KG consists of nearly 9 million triples
with over 210000 abstract literary works and nearly 220 000 publications.

3 See code and documentation at: https://github.com/SemanticComputing/sampo-
ui.

4 Available at: http://kirjasampo.fi.

® https://kirjastot.fi.

6 Statistics (in Finnish) available at: https://www.kirjasampo.fi/fi/kirjasammon-
tilastot-2021.
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3 Using the New User Interface for the BookSampo KG

Based on the Sampo-UI framework, the landing page of the portal contains appli-
cation perspectives through which instances of the major classes of the underlying
KG can be searched. In this case, there are five perspectives: Three of them deal
directly with literary works—mnowels, nonfiction books, and publications—and the
other two deal with people (e.g., authors and translators) and covers. The nov-
els and nonfiction books perspectives contain information about those books on
the abstract work level while the publications perspective has information on all
works on the physical work level following the conceptual distinction made in
the original data [7].

Clicking on an application perspective card on the landing page opens up
a faceted search view of the perspective. The user can then use the available
facets to filter the results to match specific criteria or explore the result set
as a whole. The perspectives offer various tabs for visualizing the result set in
different forms, e.g., as a traditional table, on maps, on a time line, and using
pie and other charts. Detailed information on individual result entities can be
seen on their instance pages.

Kirjasampo

Semanttinen haku ja datataralyysi

L =D Characters: nobility ..

Results

Available | g=
facets -

Instance page o

¥

Information on the
selected novel

Fig. 1. An example use case of the portal: Finding a novel fulfilling criteria.
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Figure 1 illustrates an example use case of the portal where the user wants
to find novels that match specific criteria. The user first chooses the novels
perspective and then makes selections on three facets: genre=romance novels,
setting=castles and characters=nobility. The end results and facet hit counts
are automatically updated after the user makes a choice. The user can finally
choose a novel that looks appealing and open its instance page to see aggregated
information regarding the novel.

Figure 2 illustrates another use case. Here the user has chosen the publications
perspective willing to analyze the evolution of novel themes in time. The user has
made facet selections publications=original, i.e., not translations, type=nowvels,
and language=Finnish. The visualization tab of Annual themes and keywords
consists of two parts: The upper part shows the number of publications per the
top 10 themes throughout the years. The lower visualization has the same idea
but for keywords, which are used in the BOOKSAMPO KG to supplement themes
when no appropriate theme entity is found for a novel.

Kirjasampo ROMAANIT [JULKAISUT | HENKILOT KANSIKUVAT ~ TIETOKIRJAT ‘ PALAUTE INFOv OHUEET Fiv

Julkaisut (7) v
Language: ~ ~ ~ Time series

USETJULKAISUT  VUOSITTAISET GENRET __ VUOSITTAISET TEEMAT JA ASIASANAT

Finnish _ First version: yes —— visualization tab

ISET SIVUMAARAT  VUOSITTAINEN SUKUPUOLLIAKAUMA

== Work type: novel
Nimi © -

Sumasra

Kustataia ©

@matat @sekials @ muha @kuolama @k @y

publications

Julkeisuwosi ©)

Kiel @

Ensimminen versio ()
Kaanais ©
o)

Mot tekist

s Top 10 keywords

Number of

Teoksen tyyopi (D
saia ©

Teoksen kialisuudenlai (D

Teoksen teema ©

o)

@mnsierios @Kelettkifar ® omactamkaralisuus @ ot

R AR R N RN R AR RPN P

Teoksen

Fig. 2. A time series visualization of the top 10 themes and keywords.

Using BOOKSAMPO is demonstrated in more detail in this online video”.

4 Discussion and Future Work

The presented UI utilizes the possibilities of semantic web technologies to
enhance the search, browsing, and data analysis experience for the end-user.
The faceted search make it possible to perform intricate searches without the
users having to familiarize themselves with the underlying data model in the

" Demo video available at: https://vimeo.com/805561697.
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BookSAMPO KG nor having to learn to write queries in SPARQL. The inte-
grated visualizations then offer ways of easily visualizing and analyzing those
results. This opens up the possibility of humanities researchers with less tech-
nical skills using the BookSAMPO KG data for research through the portal or
as a stepping stone towards more in-depth research carried out by querying the
KG directly.

Our end-goal is to publish this new UI alongside the original portal. This
requires some cleaning of the underlying KG, which is already underway. Making
the portal available for public use opens up the possibility of gathering feedback
from end-users on how the portal and its functionalities can be improved or
changed to better accommodate the end-users’ needs. We also plan to publish
the KG openly for data analytic research.

The underlying KG could also be enriched with data from other KGs in the
Cultural Heritage (CH) domain, such as the BIOGRAPHYSAMPO KG [4], which
already contains over 700 links to people (e.g., authors) in the BookSampro KG.
This would allow the users to better explore the world of Finnish literature and
related people by providing linking external of the BookSampro KG.

Acknowledgements. Thanks to Matti Sarmela, Kaisa Hypén, and Tuomas
Aitonurmi for their collaborations as well as providing a newer version of the BOOK-
SAMPO KG to be used in the development of the new user interface. This project
was funded by the Aalto University; Computing resources of the CSC — IT Center for
Science were used.
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Abstract. An OWL ontology is used to model a grammar that accounts for subcat-
egorization, showing that ontologies are able to generate (mildly) context-sensitive
languages. Semantic Web knowledge representation methods offer a useful way
to model the implicit knowledge that defines human linguistic abilities. When a
grammar is modeled as a set of ontological constraints (i.e. classes with restric-
tions on their properties), ungrammatical sentences are defined as facts that lead
to inconsistencies which can be discovered by a reasoner. Property chains are used
to “pass on” the category of a syntactic complement as the value of a head’s sub-
categorization feature, modeling the concept of structure sharing that is central to
constraint-based theories of syntax like HPSG. By treating utterances as instances
and syntactic constraints as axioms, this approach offers points of contact with
efforts to model grammars as Linguistic Linked Open Data in the Semantic Web.

Keywords: Syntax - Subcategorization - Property Chain

1 Introduction

In this paper I will argue that knowledge graphs built with RDF/OWL offer sufficient
resources to model a grammar whose strong generative power goes beyond that of
context-free grammars. I will focus on the problem of subcategorization in natural lan-
guages [1]. This approach points to the usefulness of formal knowledge representation
methods for modeling the implicit human knowledge about natural language grammars,
and as a testbed for theories of syntax.

Ontologies represent knowledge as a hierarchy of concepts and instances intercon-
nected by relations. Declarative languages like RDF and OWL [2] allow for consistency
checks on ontologies by modeling complex logical aspects of knowledge representa-
tion, and for the extraction of inferred knowledge. Applications of OWL ontologies
to linguistics exists mostly for practical purposes (e.g. domain-specific terminologies,
automatic population of ontologies from text), but they can also serve as a tool for theo-
retical research [3, 4]. More specifically, I am interested in showing that the declarative
approach to knowledge representation behind RDF graphs and OWL ontologies pro-
vides a fruitful framework to formalize constraint-based approaches to syntax, and to

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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discuss the formal complexity of such grammars. The main insight of this paper is that,
when a grammar is modeled as a set of ontological restrictions on admissible structures,
ungrammatical sentences can be formalized as sets of syntactic assertions that are in con-
tradiction with the rest of the ontology. By modeling sentence structures as instances,
then, syntactic theories can be tested by reasoning over them, since only grammatical
sentences will be consistent with the rest of the ontology.

2 Knowledge Representation and Constraint-Based Syntax

Following work in constraint-based theories of syntax [5-7],  model syntactic categories
as classes, and the immediate constituency relations that build phrase structure as rela-
tions. A :headDtr relation with domain : Phrase and range :Word, for instance,
describes the relation between a phrase and its head, as follows:

:Phrase a owl:Class

:Word a owl:Class ;
owl:disjointWith :Phrase

:headDtr a owl:0ObjectProperty ;
rdfs:domain :Phrase ;
rdfs:range :Word

Likewise, complements are modeled with the object property : compDtr. The gram-
mar includes subclasses of words (e.g. :Noun,:Verb) as well as the corresponding
subclasses of phrases (:NounPhrase, :VerbPhrase, etc.). Local constraints on
constituency, like the fact that a (transitive) verb phrase is headed by a verb, and has a
noun phrase for a complement, are modeled as restrictions.

:Verb a owl:Class ;
rdfs:subClassOf :Word
:VerbPhrase a owl:Class ;
rdfs:subClassOf :Phrase ;
owl:equivalentClass [
owl:intersectionOf ( [
a owl:Restriction ;
owl:onProperty :headDtr ;
owl:someValuesFrom :Verb ] [
a owl:Restriction ;
owl:onProperty :compDtr ;
owl:someValuesFrom :NounPhrase ] ) |
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A grammar, then, is made of classes representing categories (phrasal or lexical).

Well-formedness condition on syntactic structure are represented as restrictions. The
actual syntactic structures generated by the grammar are instances of its classes and
object properties. Take a sentence like (1), for example:

(1) Pan mocked Hook.

3

The verb mocked and its object form a constituent, which is an instance of the
class :VerbPhrase. Mocked is also an instance, in a : headDtr relation with
the mother node, while : Hook is its : compDtr.!

:Mocked a owl:NamedIndividual , :Verb

:Hook a owl:NamedIndividual , :NounPhrase

:Mocked Hook a owl:NamedIndividual , :VerbPhrase ;
theadDtr :Mocked ;
:compDtr :Hook

Subcategorization and Structure Sharing in OWL

Adding these assertions to the ontology will not lead to contradiction, since they follow
from the class axioms. But the ontology is not yet powerful enough to rule out an
ungrammatical sentence like (2) where a verb like listen is followed by an NP, not a PP:

(2) Pan listened *(to) Wendy.

A first step is to subcategorize verbs according to the class of their complements,
with a property : complement with domain :Word and range : Phrase. The
:Verb subclass : TransitiveVerb would be restricted so that the value of its
:complement relation had to be an NP.2 Likewise, :PrepositionalVerb
subcategorizes for a PP. The second step is to come up with an implementation that
will define the value of :compDtr to match the restriction on the verb. One way to
achieve that is to define the relation : complement as a property chain, so that
the instance that occurs as the syntactic complement in the VP is passed on to the
verb’s : complement value. The chain links the inverse of the : headDtr relation
(getting to the mother VP from the V) and the : compDtr relation (getting from the
VP to the complement NP).

:complement owl:propertyChainAxiom (
[ owl:inverseOf :headDtr ] :compDtr )

L Ag instances, constituents need to be given unique identifiers, like “Mocked_Hook”, and not

generic class names like VP.

2 This is similar to the use of syntactic frames in LexInfo [8].
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with the help of the Protégé editor (Fig. 1).

4 Consequences and Conclusions

Syntactic theory has an important role to play in the development of the Semantic Web.
Automatic sentence parsing, for instance, is a component of systems that allow users to
access semantic content through natural language queries, which must be converted into
formal SPARQL queries [9]. But these approaches use syntactic tools that are external
to the ontology itself, and are usually procedural. My proposal, by contrast, develops a
declarative approach to sentence structure which is built using native OWL constructs,
and is formalized as an ontology.

Moreover, there are ontologies of linguistics (e.g. GOLD [10], LexInfo [8]), but the
purpose of these is mainly to define the concepts that linguists use in their discipline,
with the associated terminology, rather than as a generative model (i.e. a system that
defines the set of grammatical sentences of a language with their associated structures).
Here is where an important ontological difference with the current proposal stems from.
While models like GOLD or LexInfo treat parts of speech and other linguistic categories
as instances, I treat them as classes. In my system, the only instances are concrete
utterances, with their latent structure.* That is because my goal is to formalize the implicit
knowledge that a speaker has of their language (the Chomskyan notion of competence,
if you may), while other ontologies formalize the explicit knowledge that a linguist
has about their discipline. To the extent that I use that explicit knowledge to model the
implicit knowledge, there should be a point of contact between the approaches.

The approach sketched here is not intended to compete with statistical models of
language in terms of scale and empirical coverage. Rather, it offers a method to model the
constructs that syntactic theory has proposed to account for sentence structure. There
are two directions in which this method can be extended. First, there are other verb
classes besides transitive verbs that should be modeled with similar tools: intransitives
(glitter, work), ditransitives (give, tell), prepositional (rely on), verbs with sentential
complements (hope, think), etc. Each of these classes is defined by a different restriction.
Second, there are different contexts in which a verb may or may not appear (including
verbs with variable behavior). In this paper I have dealt with the problem of a verb with
a complement of the wrong class (a PP instead of an NP). But a sentence may also be

3 https://github.com/Raul Aranovich/OnSyDE/blob/main/OnSyDE.owl.
4 My treatment of individual utterances as instances is similar to efforts to serialize syntactically-
annotated corpora as RDF documents, sharable as Linguistic Linked Data [11, 12].
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ungrammatical if a verb has fewer complements than it requires (e.g. a transitive verb
with no complements) or more than it requires (an intransitive verb with a complement
of any kind). Working out those aspects of the problem should be the matter of future
work.

What I have shown is that an OWL ontology can be used to model a grammar that
goes beyond simple context free generation to account for strict subcategorization. This
result is important, in that it shows that ontologies can be used to generate context-
sensitive languages. The knowledge representation methods that have been developed
for the Semantic Web may prove to be a useful tool to model syntactic competence,
understood as the implicit knowledge that defines the human linguistic abilities.
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Abstract. We study the problem of corrupting triples in Knowledge
Graphs (KG) for the purpose of assisting anomaly detection and error
detection techniques developed for KG quality enhancement. Our goal is
to provide users with the highest possible level of control over the triples
corruption process, and simultaneously develop a solution that scales to
large KGs. Hence, we introduce TRIC, an approach for corrupting triples
considering both semantic and type information to generate errors in a
KG. In this paper, we discuss how the problem of triples corruption
is challenging, and different from existing negative sampling techniques
used in link prediction. To the best of our knowledge, there is no approach
in the literature dedicated for generating abnormal triples in KGs to
support anomaly detection and error detection tasks.

Keywords: Anomalous triples + Erroneous triples + Knowledge Graph
quality enhancement + Negative sampling

1 Introduction

Large scale Knowledge Graphs (KG) such as YAGO, DBpedia, and Wikidata are
published and widely used at present. However, these KGs are far from perfect
and have many quality issues. For example, these KGs may contain inaccurate,
or abnormal triples which limit the credibility and further utility of the KGs [§].
The domain of data quality assessment in the field of traditional relational data
roots in the literature, and has recently attracted experts from the domain of
knowledge representation. Inspired by our recent work in anomaly detection [4,
5], we consider the problem of empirically evaluating anomaly detection and
error detection algorithms developed for quality enhancement of KGs, in the
absence of labelled data.

The essence of this study is the absence of a standardized technique to
systematically corrupt triples in a KG considering both semantics and entity
types of triples. As none of the real-world KGs contain labelled data (ground
truth data), developers of existing KG quality enhancement techniques adopt
impromptu means of corrupting triples for their evaluation purposes [1]. This
further demotivates the development of unsupervised and human-independent

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
C. Pesquita et al. (Eds.): ESWC 2023, LNCS 13998, pp. 117-122, 2023.
https://doi.org/10.1007/978-3-031-43458-7_22
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approaches for anomaly and error detection in KGs. As a result, many of the
existing KG error detection techniques depend on external sources to validate
their proposed approaches during experimental evaluation [6]. However, this is
a costly process, and not every KG has a gold standard [2].

To overcome the stated problem, we introduce a triples corrupter for knowl-
edge graphs (TRIC). It is unsupervised, and can introduce a wide range of errors
(inaccurate, unusual, contradicting, invalid, redundant triples, and data quality
errors) in a KG by corrupting either of subject, predicate, or object, whilst con-
sidering type and semantic information. This is in contrast to negative sampling,
where negative triples are generated by corrupting a known positive triple by
replacing either subject, predicate, or object. TRIC introduces different types of
errors by corrupting a set of randomly chosen triples in a KG, where it can cor-
rupt both entity-based and literal-based triples. Furthermore, TRIC allows the
user to have complete control over the triples corruption process. While TRIC
operates on a default setting, if required, a user can determine the types of errors
to be introduced, the percentage of errors from each error type to be introduced,
and the overall percentage of triples to be corrupted such that the KG has 10%,
20%, and so on of its triples corrupted.

Our Contribution: We introduce TRIC, a pioneer in generating errors in a
KG to support anomaly and error detection techniques. The novelty of TRIC is
its ability to corrupt both entity-based and literal-based triples by considering
the semantics, data types, and entity types of the associated relations, literals,
and entities, respectively. TRIC is automated, and requires no user assistance.
Furthermore, the corruptions of TRIC will introduce inaccurate, unusual, con-
tradicting, invalid, redundant triples, and data quality errors in a KG.

2 Related Work

There are many techniques proposed in the literature for KG evaluation. One
common evaluation strategy is to use a partial gold standard. In this method-
ology, a subset of graph entities or relations are selected and labeled manually.
Another evaluation strategy is to use the given KG itself as a test dataset, which
is known as silver standard evaluation. For retrospective evaluations, the output
of a given approach is given to human judges for annotation, who then label iden-
tified errors as correct or incorrect [2]. While it is costly and time consuming to
perform manual evaluation involving human experts, obtaining a gold standard
KG for every KG is infeasible. Hence, most existing KG evaluation approaches
depend on silver standard evaluation, where the developers of these these tech-
niques synthetically generate errors. Negative sampling is one such technique
used to introduce corrupted triples [2].
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Negative sampling techniques [7] generate negative triples by corrupting a
known positive triple (s,p,0) € G by replacing either s, p, or o. Usually, the
corruption of relations (predicate) is omitted as the evaluation of KG embedding
models on the link prediction task only considers the suitability of head (subject)
prediction and tail (object) prediction, but not relation (predicate) prediction.
Due to the simplicity in thus generated corrupted triples (as this approach has
no specific interest in corrupting the semantics nor the data types of literals),
and given that real-world errors and anomalies in KGs are much complex [5],
there exists the requirement of a triples corruption approach dedicated for the
evaluation of anomaly detection and error detection techniques developed for
KGs.

3 Methodology

Even though large scale KGs such as YAGO-4 contains semantic constraints in
the form of SHACL to keep data clean [3], such a validation layer is not often
available in custom built KGs. Hence, during the designing process of TRIC,
we considered all possible quality issues that can exist in such real-world KGs,
where there is no adoption of constraints such as SHACL or ShEx.

We consider a directed edge-labelled KG, G = (V| E) containing a set of
nodes (or vertices) V, and a set of labelled edges E connecting these vertices.
Each edge e € E, together with the connecting nodes are considered as a triple
t. A triple (also named as a triplet) contains the three elements subject (head)
s € S, predicate (relation) p € P, and object (tail) o € O. A triple ¢ is denoted
as (s,p,0), where (s,0) € V. While a subject s € t is considered as a real-world
entity, an object o € ¢ can either be an entity n, or a literal [ (an entity’s attribute
value) [5]. We refer triples of the form (s, p,n) as entity-based triples, and (s, p, )
as literal-based triples.

Table 1 provides the fifteen types of errors TRIC can generate considering
both (s,p,n) and (s,p,!1) triples. Furthermore, algorithm 1 provides the pseu-
docode of TRIC under the default setting (assuming there are no user inputs).
To replace an element of ¢, TRIC extracts the new content within the KG itself.
While TRIC randomly selects the triples for corruption based on the percentage
of errors required, the entities and predicates to use as replacements are also
selected randomly after analyzing the type information associated with the enti-
ties. We obtain entity type information via inferencing. Implementation of TRIC
is available on our GitHub repository!.

! https://github.com/AsaraSenaratne/SEKA.
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Table 1. Types of errors TRIC can generate in a KG.

Error Types

Original Triple/Status

Corrupted/New Triple

(1) Change s while preserving
entity type.

<personA, isMarriedTo,
personB>

<personC, isMarriedTo,
personB>

(2) Change o while preserving the |<personA, isMarriedTo, <personA, isMarriedTo,
entity type personB> personD >

(3) Change p while preserving the |[<personA, isMarriedTo, <personA, hasChild,
predicate type personB> personB>

(4) Change both (s, 0) while <personA, isMarriedTo, <personE, isMarriedTo,
preserving the entity types. personB> personF >

(5) Change s while also changing |<personA, isMarriedTo, <moon, isMarriedTo,
the entity type. personB> personB>

(6) Change o while also changing |<personA, isMarriedTo, <personA, isMarriedTo,
the entity type. personB> london>

(7) Change both (s, 0) while also |<personA, isMarriedTo, <moon, isMarriedTo,
changing their entity types. personB> london>

(8) Change p while also changing |<personA, isMarriedTo, <personA, livesIn,

its semantic meaning. That is personB> personB>

replace predicates used for a
person with a predicate that is
not used for a person.

(9) Add an edge between two
entities, such that there is a type
inconsistency in the predicate
introduced.

The entities personP and
person@ have no
relationship

<personP, produced,
personQ>

(10) Add an edge between two
entities, such that there is no type
inconsistency in the predicate
introduced.

The entities personP and
person@ have no
relationship

<personP, hasChild,
personQ>

(11) Introduce semantically
incorrect literals to entities.

Add DateOfBirth to a
location entity

<london, hasDateOfBirth,
“10/10/1990” >

(12) Introduce semantically
correct literals to entities
(avoiding duplicates).

Add hasWebsite to a
person

<personA, hasWebsite,
“www.a.com”

(13) Corrupt t such that the
literal value changes to a value of
a different data type.

A date gets changed to a
name.

<personA,
hasDateOfBirth, “Sarah”>

(14) Corrupt t by removing the |<personA, <personA,

literal value, thus generating a hasDateOfBirth, hasDateOfBirth, <>
triple with a missing literal. “12/02/1989” >

(15) Corrupt t such that the new |<personA, <personA,

literal value is a duplicate of an  |hasDateOfBirth, hasDateOfBirth,

existing literal value of the same
entity under consideration.

“12/02/1989”>

“12/02,/1989”>
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ALGORITHM 1: Error generation steps of TRIC.

Input: G: The KG to be subjected for triples corruption.
Output: G.: The KG with corrupted triples.

//If no user input, default percentage of errors is 1%
1: p « defineAnomalyPercentage()
//Get total number of triples in G.
2: sizeG «— getSize(G)
//Find count of errors required from the percentage
3: errorscount « sizeG x p
//Number of errors required from each error type (from 15 error types)
4: errorseach «— round(errorscount/15)
//Select the triples to corrupt
5: triplestocorrupt «— getTriples Randomly(G)
//Remove triples to corrupt from G
6: reducedG = G, « removeTriples(G, triplestocorrupt)
//Iterate over the types of errors TRIC can generate
7: for error in errortypes:

8: count =0
/ /Tterate to generate specified number of errors from each error type.
9: while count <= errorseach:
//Add corrupted triples to graph
10: G.+ = generateErrors(error, reducedG, triplestocorrupt)
//Increment count
11: count + +

12: return G.

4 Conclusion and Future Work

In this paper, we introduced TRIC, a triples corrupter for Knowledge Graphs
(KG) that is aimed at supporting the KG quality enhancement tasks; anomaly
detection and error detection. Even though there exists negative sampling tech-
niques dedicated for link prediction, the triples corrupted via negative sampling
cannot fully exercise the capabilities of anomaly and error detection approaches,
as negative sampling does not consider semantic and type information of the
predicates, literals, and entities. As future work, we aim to publish TRIC as a
Python library for the use of the wider research community.
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Abstract. Many machine learning (ML) libraries are accessible online
for ML practitioners. Typical ML pipelines are complex and consist of a
series of steps, each of them invoking several ML libraries. In this demo
paper, we present ExeKGLib, a Python library that allows users with
coding skills and minimal ML knowledge to build ML pipelines. ExeKGLib
relies on knowledge graphs to improve the transparency and reusability
of the built ML workflows, and to ensure that they are executable. We
demonstrate the usage of ExeKGLib and compare it with conventional
ML code to show ExeKGLib’s benefits.

Keywords: Machine learning - Knowledge graphs + Python library

1 Introduction

Due to the significant advancements in the realm of computer science, partic-
ularly in the field of machine learning (ML), there is a plethora of ML algo-
rithms and corresponding libraries publicly accessible [2,3,9,10]. The use of ML
is steadily rising in both academic and industrial settings [11]. Experts in various
domains are also learning ML for the sake of applying it to solve domain-specific
challenges, e.g. biologists [5,7], oncologists [1,6], and engineers in the industry
[4,8,12]. The development of functional and useful ML workflows can be complex
and time-consuming, which can pose a barrier for non-ML experts. Thus, there is
a need for a user-friendly approach that neither requires excessive knowledge nor
training in ML. While, existing tools such as Amazon Sage Maker' or Google
AutoML? provide convenient graphical user interfaces (GUI) and application
programming interfaces (API), yet do not provide open-source code libraries.

! https://aws.amazon.com /sagemaker
2 https://cloud.google.com/automl
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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https://doi.org/10.1007/978-3-031-43458-7_23
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sufficient documentation after first task them under-the-hood facilitates this

Fig. 1. Improvements on conventional data science workflow

In this paper, we introduce ExeKGLib, an easily-extendable Python library
that supports a variety of methods for data visualization, data preprocessing
and feature engineering, and ML modeling. ExeKGLib works in two steps: (1)
Generate executable ML pipelines using knowledge graphs (KGs), (2) Convert
generated pipelines into functional Python scripts, and execute these scripts. We
rely on KGs for expressing the created pipelines to make them more understand-
able and reusable, and to verify that they are executable [13]. ExeKGLib can be
used by a wide range of users and in a variety of scenarios: from domain experts
that want to do ML to teachers and students for teaching and learning ML.

In the following sections, we start with demonstrating ExeKGLib’s usage.
Then, we describe the used KG schemata and discuss the underlying details of
KG construction and pipeline generation in Sect. 3.

2 Usage Demonstration

Our target user can generate an ML pipeline either by importing ExeKGLib’s
ExeKG Python module or by interacting with the provided Typer CLI without
writing code 2. We demonstrate the former usage with three sample Python
files *. The pipelines represented by the generated sample KGs are briefly
explained below:

1. ML pipeline: Loads features and labels from an input CSV dataset, splits
the data, trains and tests a k-NN model, and visualizes the prediction errors.

2. Statistics pipeline: Loads a feature from an input CSV dataset, normalizes
it, and plots its values (before and after normalization) using a scatter plot.

3. Visualization pipeline: Loads a feature from an input CSV dataset and
plots its values using a line plot.

The above pipelines (in form of executable KGs) can be executed using the
provided Typer CLI . To exhibit the pipelines’ transparency, we have visualized
the sample pipelines using Neo4j . The script to perform this visualization for
any executable KG is also provided.

3 https://github.com/boschresearch/ExeKGLib#usage

* https://github.com/boschresearch/ExeKGLib/tree/main /examples

5 https://github.com/boschresearch/ExeKGLib#executing-an-ml-pipeline
5 https://bit.ly/exe-kg-lib-visualizations
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Table 1. Comparison between conventional code and ExeKGLib for a classification task

Pipeline steps | Conventional code Code using ExeKGLib

1. Load data | pd.read-csv() + convert to numpy | ExeKG.create.data_entity()
ExeKG.create_pipeline_task()

2. Split data | sklearn...train_test_split() ExeKG.add_task()
3. Train sklearn...Classifier().fit() ExeKG.add_task()
4. Evaluate sklearn...Classifier() .predict() | ExeKG.add-task()
5. Visualize matplotlib.pyplot...() ExeKG.add-task()

Experimentation with the offered resources can verify the benefits of
ExeKGLib on the traditional data science process (Fig. 1). In particular, using our
tool to solve a task reduces the overhead prior to the implementation, reduces the
effort during the code development, and increases the explainability of the result-
ing ML pipeline. A brief display of the tool’s practical advantages for a generic
classification task is illustrated in Tablel. In a conventional setting (table’s
middle column), the user needs to separately import three different libraries
(i.e. pandas, scikit-learn, matplotlib) and use five of their modules. On the
other hand, when using ExeKGLib (table’s right column), the user needs a lim-
ited number of libraries and modules, and thus learning is easier and faster by
skipping reading extensive documentation of various libraries.

3 System Design

ExeKGLib relies on KG schemata to construct executable KGs (representing an
ML pipeline) and execute them. Both of these processes use the rdf1ib Python
library combined with SPARQL queries to find and create KG components.

3.1 Underlying KG Schemata

ExeKGLib utilizes an upper-level KG schema (Data Science — namespace: ds)
that describes data science concepts such as data entity, task, and method. The
supported tasks and methods are separated into bottom-level KG schemata 7:

— Visualization tasks schema, which includes two types of methods: (1) The
plot canvas methods that define the plot size and layout. (2) The various
kinds of plot methods (e.g. line plot, scatter plot, or bar plot).

— Statistics and Feature Engineering tasks schema including methods such
as Interquartile Range calculation, mean and standard deviation calculation,
etc., which can also form more complex methods like outlier detection and
normalization.

— ML tasks schema representing ML algorithms like Linear Regression, MLP,
and k-NN and helper functions that perform e.g. data splitting and ML model
performance calculation.

ExeKGLib’s Python implementations of the above methods utilize common
libraries such as matplotlib and scikit-learn.

" https://github.com/boschresearch /ExeKGLib#tkg-schemata
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Fig. 2. Executable KG construction phase

3.2 Executable KG Construction

As shown in Fig. 2, the internal process of creating an executable KG starts with
extracting the columns from the input dataset (CSV file). ExeKGLib populates
the KG with data entities representing the target columns. Data entities are
then used as input to the ML pipeline tasks.

Afterward, ExeKGLib adds to the KG the entities representing the user-
specified task type (e.g. classification) and method type (e.g. k-NN), which are
taken from the provided bottom-level KG schemata; and links the current task
with the chosen method, input data entities, datatype properties, and the next
task. Throughout the process, the compatibility of the aforementioned KG com-
ponents is ensured by ExeKGLib based on the KG schemata. Finally, the created
KG is serialized and saved on the disk in Turtle.

3.3 ML Pipeline Execution

To execute a given KG, ExeKGLib parses the KG with the help of the above
KG schemata (Sect.3.1). After that, the pipeline’s Tasks (owl:Individuals)
are sequentially traversed using the object property ds:hasNextTask. Based on
the IRI of the next Task (owl:Individual), the Task’s type and properties are
retrieved and mapped dynamically to a Python object. Such mapping allows
for extending the library without modifying the KG execution code. Finally, for
each Task, the Python implementation of the selected method type is invoked.

4 Future Work

We plan to add additional algorithms to ExeKGLib to support a wider variety of
ML-related tasks, which can be conveniently done due to its good extendability.
In the future, we will build a system by integrating ExeKGLib with a graph-based
database. This will allow for easier management of the produced executable KGs,
quick visualization, and more convenient reuse.
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Abstract. Data annotation is a critical but the most expensive step in any text
analytics project. There have been several frameworks built for enabling and
easing this step. Most of these frameworks are however either not easy to be
configured to specific users’ needs, have no functionalities for annotating text
pairs, or lack of efficient mechanism for data management and progress monitor-
ing. Moreover, they have mostly no graphical user interfaces that are specifically
designed for mobile devices. In this paper, we introduce Hannotate, a highly flex-
ible, lightweight web-based framework that provides functionalities for a wide
range of text annotation from both desktop and mobile devices. Our framework
inherits the advantages of the typical existing ones while allowing users to easily
customize the annotation work according to their demand and budget. The frame-
work also supports users in managing data, monitoring the progress, and giving
feedback to annotators.

1 Introduction

Labeled datasets are essential for any text analytics project. These datasets are however
not always available at the beginning of the projects. Moreover, the available datasets, if
there is any, are not always suitable for the projects, for various reasons, including mis-
match in the domains, modalities, languages, and size of the datasets and the projects’
requirements. Hence, annotating new datasets is a critical step for enabling the projects.
This step is however time consuming and expensive, which requires efficient frame-
works for distributing and crowd-sourcing the annotation work [9].

There have been a number of frameworks constructed for text annotation in different
contexts and for different purposes [7]. Most of these frameworks however suffer from
some of the following shortcomings:

— Limited options and not intuitive interfaces for customization. For example, several
existing frameworks require complicated interactions for setting the possible labels
to be assigned, and the number of annotations required for each text.

H. Dao—Independent Researcher. Email: hoangdhph04904 @ gmail.com.
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— No functionalities for annotating pairs of texts. This type of annotation is used for
entailment inference [1], and semantic similarity measurement [2], which are crucial
in natural language understanding applications.

— Limited functionalities for giving feedback to annotators. This is critical for training
the annotator in order to improve the quality of the annotation jobs.

— No interfaces tailored for mobile devices. This would drastically reduces the produc-
tivity of a large number of annotators who work on their handheld smart devices.

In this work, we would like to address the aforementioned shortcomings in existing
frameworks by developing a lightweight, flexible one for a wide range of text annota-
tion jobs. We aim to provide users with friendly interfaces for designing and customiz-
ing their jobs, monitoring the annotation progress, giving feedback to annotators, and
managing the datasets. We also want to provide annotators with convenient interfaces
for performing the annotation tasks efficiently from both desktop or mobile devices. In
summary, the notable features of our framework are as follows.

— Highly flexible: it allows users to customize their jobs easily and intuitively

— Highly accessible: it is accessible from a wide range of devices with consistent user
experience across the devices

— Convenient: it is a lightweight framework that integrates user-friendly interfaces for
managing data and monitoring the progress.

In the rest of this paper, we briefly discuss the existing frameworks in Sect.2. We
then describe our framework in detail in Sect. 3. Lastly, we conclude the paper and
sketch some directions for further improvement for the framework in Sect. 4.

2 Related Work

Among the frameworks that have been widely used in text mining communities, brat',
is considerably the most popular one. This framework was is originally designed for
linguistic annotation (e.g., part-of-speech tagging and named entity recognition). One
can configure brat for non-linguistic annotation, e.g., aspect-specific sentiment analy-
sis [8]. However, the configuration is performed through a text file, which is not intu-
itive. Moreover, the configuration, once set, is shared among all the projects, which do
not allow different types of annotation to be performed concurrently. This shortcoming
has been partially addressed in WebAnno? [3] and INCEpTION? [5] — the succes-
sors to brat with most recent releases. These two frameworks have major extensions
for project-specific configuration and interfaces for data curation. The configuration is
however still quite complicated with required sequences of interactions. Also, these two
frameworks provide no mechanism for giving feedback to the annotators.

There are also existing frameworks that are more specifically designed for non-
linguistic annotation, e.g., doccano*, WARP-Text [6], prodigy’, and Label Studio®.

! https://brat.nlplab.org.

2 https://webanno.github.io/webanno.

3 https://inception-project.github.io.

4 https://github.com/doccano/doccano.

5 https://prodi.gy.

® https://github.com/heartexlabs/label-studio.
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These frameworks are however limited to annotating of single texts, and therefore not
suitable for tasks that require annotating of pairs of texts. Moreover, to the best of
our knowledge, there is no existing open-source frameworks that provide convenient
interfaces for performing the annotation from mobile devices.

Certainly, there are commercial frameworks and platforms that provide customiz-
able services for annotating texts, e.g., Labelbox’, CloudFactoryS, and Amazon
Mechanical Turk®. These services are however expensive while may suffer from low
quality annotation and data confidentiality risks [4].

3 Hannotate

We now highlight the notable features of our framework. We start by describing the
types of annotation that our framework is designed for. We then specify the users of the
frameworks and the functionalities we would like to provide them. Finally, we describe
the components for deploying the framework. Please refer to the extended version of
this paper!® for more detailed information on the framework’s design, its enable tech-
nologies, and its implementation.

3.1 Annotation Types

Currently, our framework is facilitated for the following types of annotation.

Single text annotation, which includes topic labeling, and sentiment recognition.
— Text pair annotation, e.g., entailment inference and semantic similarity measure-
ment.

Span annotation such as key-phrase detection named entity recognition.

— Span pair annotation such as relational extraction and co-reference recognition.
Sentence rewriting, e.g., translation and paraphasing.

3.2 User Role and Functionalities

Our framework is designed to server the job managers — who manage dataset(s) to
be annotated and the annotation process, the annotators — who would like to perform
the annotation jobs, and the admin — who manages an operate the whole system. We
provide the user-friendly graphical interfaces for the following functionalities for each
user role.

The job managers are supported to

— Create and customize annotation job. Here, a job will be created for each dataset to
be annotated. Current options for customization includes specifying the label sets,
the number of labels, and the number of annotation for each data instance.

7 https://labelbox.com.

8 https://www.cloudfactory.com.
? https://www.mturk.com.

10 Hannotate’s full version.
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— Approve or reject bids from annotators who register to perform the job, and assign
tasks to the approved annotators. Here, a task is the annotating of a data instance,
and tasks are assigned to annotators in batches. This help to better distribute the job
among the annotators while managing their progress and annotation quality better.

— Monitor the work progress of the whole project, and that of each individual annota-
tor.

— Examine the annotated data instance, then approve or reject the annotation, and give
feedback to the corresponding annotator.

— Export the annotated text and related information (including the annotators and their
labels for each data instance, timestamp, etc.) to local for later use.

The annotators are supported to

— Search and bid for open jobs. Each annotator can bid for and perform multiple jobs
concurrently.

— Perform the assigned annotation tasks and submit the result

— View feedback from the job’s manager, revise and re-submit the tasks.

Lastly, the admin is supported to manage user accounts and to perform basic customiza-
tion regarding the operating of the whole system.

3.3 Components

Our whole framework is packed into front-end and back-end components separately.
Each component is indeed a stand-alone package that can be run as it. This allows
each part of the framework to be deployed independently from different environments.
We also provide a walk-through video presentation about our framework and an online
demo. Please refer to our project’s repository!! for those components and their usage.

4 Conclusion

We have introduced Hannotate, a lightweight yet highly flexible and accessible frame-
work for a wide range of text annotation. Our framework inherits the advantages of
the existing ones while addressing their main issues by providing users with user-
friendly interfaces for customizing, managing, and monitoring their annotation jobs.
We also provide annotators with interfaces for annotating smoothly and consistently
across devices.

Possible extensions to our framework include adding functionalities for more types
of annotations and analyzing the annotation results. We would also like to add smart
suggestion mechanisms for aiding annotators in performing the tasks, which have been
shown to significantly improve the annotators’ productivity [10].

Acknowledgement. This work is supported by Vingroup Innovation Foundation (VINIF) in
project code VINIF.2020.DA14
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Abstract. Large Language Models (LLMs) have the potential to sub-
stantially improve educational tools for students. However, they face lim-
itations, including factual accuracy, personalization, and the lack of con-
trol over the sources of information. This paper presents Study-Buddy, a
prototype of a conversational Al assistant for school students to address
the above-mentioned limitations. Study-Buddy embodies an AT assistant
based on a knowledge graph, LLMs models, and computational persua-
sion. It is designed to support educational campaigns as a hybrid Al solu-
tion. The demonstrator showcases interactions with Study-Buddy and
the crucial role of the Knowledge Graph for the bot to present the appro-
priate activities to the students. A video demonstrating the main features
of Study-Buddy is available at: https://youtu.be/DHPTsN1RI%0.

Keywords: Knowledge Graphs - NLP - Personalized Education

1 Introduction

The emergence of Large Language Models (LLMs) such as ChatGPT has rev-
olutionized the field of AI, enabling machines to process natural language and
handle human-like conversations [1,5]. LLMs have gained significant attention
in education, potentially enhancing students’ learning experiences worldwide [3].
However, several challenges hinder their widespread adoption, including factual
correctness, lack of personalization, and control over information sources [4].
These challenges are even more prominent in developing regions, where access
to digital educational content is limited. In this paper, we present a demon-
strator of a conversational Al assistant for school students, leveraging the latest
advances in LLMs, Knowledge Graphs (KGs), and Computational Persuasion
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methods (Hybrid-ATI). Our assistant is designed to run educational campaigns
meeting each student’s unique needs through multi-modal interactions. Pow-
ered by a KG, our assistant can connect teachers, students, topics, learning
material, and learning sessions to enhance school students’ study experience,
improve their ability to retain information and increase their motivation and
engagement with their studies. Through this prototype, we aim to showcase the
potential of Hybrid-Al in developing educational tools that bridge the digital
divide and empower students with equal access to high-quality educational con-
tent. The demonstrator is actively being developed/piloted in collaboration with
two schools in Bolivia.
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Fig. 1. Architecture of Study-Buddy: connecting students with content/teachers.

Dialog Manager

2 The Study-Buddy Architecture

Students interact with Study-Buddy via a chatbot agent deployed in Telegram,
which uses computational persuasion principles to motivate students to review
the learning material uploaded by teachers. Teachers can run learning session
campaigns and visualize user engagement and interaction, adjusting to students’
needs through the tracking of user behaviour in the Study-Buddy KG.

Knowledge Graph: A KG powers the Study-Buddy assistant, linking students
with learning sessions on topics defined by teachers for different subjects. Figure 2
depicts the KG. These links help to identify specific topics and concepts that are
not clear to students and need to be reinforced through the dynamic learning
material of their preference. For dialog The KG links also support dialog manage-
ment. Specifically, the KG is used to identify and retrieve information relevant
to the current dialog context, i.e., the student’s subject, grade, an learning path,
which can help the LLM generate appropriate responses. The KG indicates not
only the subjects of the dialog but also provide additional semantics that the
LLM used to enhance the quality and relevance of its responses. The KG flexible
model allows the integration of different activities in learning sessions, which
teachers can supervise to follow up on the student’s progress and strengthen
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weak areas. In this version of Study-Buddy, the learning path is based on para-
graphs from a guiding textbook uploaded by the teacher for a specific subject
with defined topics in the grade curricula. The application allows students to
play in practice sessions to increase their scores. It is also possible to show a
ranking per course and topic according to practice time and earned scores.

Conversational Agent and Learning Activities Platform: The Study
Buddy chatbot is targeted for students aged between 13 and 18 to make study-
ing more engaging and interactive. It is developed on RASA and connected to
Telegram. It relies on a KG that models elements including grades, subjects,
selected topics and related learning materials. The bot proposes study sessions
with multiple-choice questions and possible rewards for correct answers. Users
can switch between topics, choose to study a topic again, or enter into compe-
tition mode where they have to provide written answers without hints. The bot
uses LLM models from HuggingFace to provide learning activities, such as Ques-
tion Answering over Paragraphs and Tables, evaluating the user’s answer, and
providing feedback. Users earn points for each correct answer, and their scores

can increase with rewards earned by studying.
c
N

LearningMa
terial

TextBook

Fig. 2. Study-Buddy KG links students, teachers, courses, topics, textbooks, and learn-
ing sessions, making the discovery of unforeseen learning trajectory paths possible.

Study-Buddy also provides a web platform with different learning activities
to reinforce and clarify questions about topics. The web platform presents key
concepts from the material so students can quickly assimilate the main ideas.
The platform uses gamification techniques, i.e., earning points for each question
about the topic in the paragraph or table, to motivate the user to continue
learning a subject. We use LLMs to implement these activities for text analysis
and question answering over tables (e.g., the TAPAS model [2]).

Educational Dashboard for Teachers: The educator can see reports of the
student’s progress, such as the average number of questions per day, percentage
of time per topic, percentage of questions per topic, and the result of the tests
of correct and failed answers of a student in a range of determined dates. This
role has the functionality available to load the information on the topics such as
texts and books.
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3 Prototype Demonstrator

The demonstrator is focused on the learning experience for students, i.e., it
will showcase students’ interactions with the chatbot using Telegram and the
learning activities platform. A registered student picks a topic to start studying.
Then the bot will send a motivational message for correct answers; for wrong
answers, it will send the correct one along with engagement elements. This loop
only ends when the student explicitly asks for it. Then, the student moves on to
the platform and makes questions related to the text proposed by the teacher.
Next, the student explores a table containing the knowledge about a topic, e.g.,
history, and asks questions to learn the subject. Finally, after earning points
with three different dynamics, the user returns to the chatbot and asks for the
course topic ranking, which can be seen as a message or in a leaderboard on the
web page. These activities motivate the user to continue learning (Fig. 3).

- /—\ Educational
h Front-end ;6:. Study-Buddy agent an Dashboard
e LLM T G
, A 0 CDA EMM pv
l DM
—
24/7 learning support at:tt:jmatlzed tf:onte)?ual unload small-doubts
study-group formation  455ic management burden
24/7 self-test rt semi-automated i
ikt teacher hand-over (from textto LLM)  automated reporting

for unanswered questions (per topic/class)

Fig. 3. Study-Buddy improves the learning experience and provides 24/7 support,
automation of tasks, and intelligent analysis (see Fig. 1 for acronyms).

Helping Students to Reach Learning Goals. Using competition through
the gamification of a topic is a critical factor for engaging the student in practic-
ing. Studying becomes a game, reducing the reluctance to complete the proposed
activities. The main difference is personalizing the content proposed during the
session, going beyond a pure memorization activity. Besides, the chatbot inte-
gration on Telegram allows the bot to reach the user whenever an event of inter-
est happens. For example, if a student’s ranking drops in a gamified learning
environment, Study-Buddy can send a message encouraging them to continue
practicing. Additionally, if the teacher adds new questions or content to a topic,
Study-Buddy can notify the student, encouraging them to revisit and review the
material. Those reminders keep the student taking at least a session per day.
By leveraging the convenience and accessibility of chatbots, students can stay
engaged and motivated to reach their learning goals.

Helping Teachers to Fvaluate Learning Trajectories. Thanks to Study-
Buddy, teachers can use technology to assess students’ learning trajectories more
accurately and comprehensively. With the help of Study-Buddy, teachers can
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gather data on students’ learning behaviors and track their progress over time.
For example, by analyzing the frequency and accuracy of students’ answers to
specific questions, teachers can identify areas where students may be struggling
or making common mistakes. This data can then be used to adapt instruction
better to meet the needs of individual students or the class. Additionally, once
Study-Buddy collects enough data, machine learning algorithms can be used to
predict students’ future performance based on their past performance, providing
teachers with valuable insights that can be used to design personalized learn-
ing experiences for each student. Study-Buddy helps teachers evaluate learning
trajectories more accurately, provide targeted support, and ultimately, help stu-
dents achieve their full potential.

4 Conclusions

This demonstrator presents Study-Buddy, a personalized conversational AT assis-
tant for school students, which uses Large Language Models, Knowledge Graphs,
and Computational Persuasion methods to motivate students to review learning
material uploaded by teachers. Study-Buddy provides a gamified learning experi-
ence for the students, and teachers can track learning trajectories. Study-Buddy
is a promising tool for addressing issues such as factual accuracy, personaliza-
tion, and control over the sources of information used in educational settings. The
prototype is being developed in collaboration with two high schools in Bolivia,
showcasing the importance of introducing digital education technologies in envi-
ronments where access to pedagogical resources is limited and expensive.

We plan to expand Study-Buddy to other subjects, grades, and countries
in future work. We also aim to implement additional features, such as senti-
ment analysis, to detect the students’ emotions during the learning process to
enable more accurate and personalized responses. Additionally, we plan to inves-
tigate using additional data sources, such as educational videos, to enhance the
learning experience. Finally, they intend to conduct more extensive system eval-
uations, including user studies with students and teachers, to gather feedback
and improve Study-Buddy’s usability and effectiveness.
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Abstract. In this paper we present a first approach to the application
of transformer-based language models to the automatic alignment to
sustainable development goals (SDGs). This task is quite relevant for the
development of new tools that aim at measuring the engagement degree
of the organization’s indicators to the SGDs. Our first experiments show
that this task is hard, and that even powerful large language models do
not achieve a high accuracy as in other NLP tasks.

Keywords: Transformers - Indicators - Knowledge Graphs

1 Introduction

In 2015, the UN defined the Agenda 2030 to establish a series of goals for the
sustainable development of the World [6]. The sustainable development goals
(SDGs) consist of 17 main objectives covering different perspectives related to
sustainability. These goals are described in detail by defining their context and
the main indicators that must be tracked to measure their achievement. As
a consequence, all kind of organizations must align their indicators and goals
towards the SDGs. Indeed, most public funding is currently conditioned to define
appropriate indicators related to SGDs.

Aligning specific indicators to the global SDGs is a challenging task. Firstly,
this is a very open scenario which involves many perspectives and knowledge
areas. Secondly, we have to find a causal chain between indicators and SDGs,
which requires a deep understanding of both the organization and the SDGs.

In this paper, we present a first approach to this problem by applying deep
learning language models. The main idea is to measure the quality of automatic
alignments produced by these models. We evaluate language models trained for
English and Spanish over the indicators proposed in the Agenda 2030. We show
in this paper that the connection between indicators and goals are not so evident
and, in some cases, it requires a reasoning process to find out them.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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2 Related Work

2.1 Goals, Actions and Indicators

Strategic maps usually represent the knowledge in terms of goals, actions and
indicators. The goals express the future state we aim at in terms of some mea-
surable quantities [5]. For example, the SDG-2 “Zero hunger” implies that some
global measure for “hunger” must be reduced to 0. This global measure relies
on many indicators, which express the different perspectives involved in such an
abstract goal. For example, the indicator “Prevalence of anaemia in women aged
15 to 49 years, by pregnancy status” is used in the SDG-2 to account for the
nutrition status of woman in reproductive age. Reducing this indicator directly
implies approaching to the goal according to the following causal chain: if ane-
mia has been reduced is because the nutrition status was improved, so hunger
was indeed reduced.

2.2 Dynamic SLOD-BI

The activities and indicators of any organization must also be aligned to the
SGDs, so that they can impact positively towards the sustainability goals. For
this purpose, the context of this paper is the semantic infrastructure for business
intelligence named Dynamic SLOD-BI [4]. This infrastructure deals with streams
of open and corporate data which feed a live knowledge graph (KG) for analytical
purposes. Goals and indicators are also represented in this graph, along with
their connections to the streamed data. A first prototype of this infrastructure
is being developed in the scenario of sustainable tourism, where the UNWTO
defined its own indicators before the SDGs were established.

2.3 SDGs-Based Classification

There are some work about using text classifiers to assign SDGs to arbitrary
documents. For example, in [3], authors apply NLP techniques to articles from
peer-reviewed journals in order to classify them according to the 17 SDGs. They
compare the performance of different multi-label text classification models with
datasets of different characteristics. On the other hand, authors in [1] tried to
map the Environmental Higher Education Ranking Systems Indicators (ESH-
ERS) to the SGD indicators using NLP and document similarity techniques.
Finally, the work in [2] fine-tune a BERT multi-class model to classify docu-
ments into the SDGs. All these approaches uses a labelled set of documents
(e.g., scientific articles) to predict labels for arbitrary documents. Instead, in
our work, we focus on classifying indicators and sub-goals, which are very short
descriptions with clear semantics.

It is worth mentioning that there are some online tools like Escaner2030!
provided by the Political Watch and the Spanish Ministry of Foreign Affairs,
which classifies any paragraph into their most likely SDGs.

! https://escaner2030.es/.
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3 Methods and Results

For the experiments, we directly use the inventory of sub-goals and indicators
proposed in 2015 by the UN to define the 17 SDGs. Thus, the dataset contains
400 sentences describing different sub-goals and indicators labelled with their
SDG code.

The experiments in this paper make use of the pre-trained BERT-like models
from HuggingFace. We conducted two experiments. The first one consists of
directly encoding the sentences of the whole dataset to find out if the database
is consistently distributed in a metric semantic space. That is, sentences should
be somehow clustered around their goals. The second experiment consists of fine-
tuning pre-trained models as multi-class models for SDGs. The first experiment
is intended to link sentences to goals in an unsupervised way, whereas the latter
needs a train/test partitions of the dataset (we used a 90/10 partition).

Table 1 shows the precision when linking sentences by using a similarity text
(ST) encoder. Precision is calculated with the K-nearest sentences to each sen-
tence, considering success if they belong to the same goal. Notice that the best
score always occur at K=1, which indicates that the semantic space is quite
heterogeneous. Notice that ST performs similarly in the two languages.

Table 2 shows the results of the trained multi-class models. For these exper-
iments we use 9:1 train/test partitions and 6 epochs. We show best models and
best scores. Surprisingly, these results are not much better than those in Table 1.
Moreover, quality results of the trained models are affected by the language.

Table 1. Precision for text similarity in both languages.

Text Similarity Models

hiiamsid/sentence_similarity_spanish_es distiluse-base-multilingual-cased-v1

K | Score K | Score

1 /0.66268 1 10.66427
2 10.62081 2 10.60312
3 10.58214 3 10.57234

We performed further experiments over the zero-shot pipelines of Hugging-
face resulting in very poor results. Also, the tool Escaner2030 showed very poor
results when classifying indicators from this dataset (below 0.4). Finally, we
report the results of the large language model chatGPT. We prepared 5-folds for
each language, containing 30 random samples each. We used the new API with
the following prompt:

Prompt: “Please, assign sustainability goals (SDGs) to a series of texts. When I write
a text you must assign it to one SDG code followed by the words from the text that
are relevant to your decision (relevant words). You have to answer simply with this
format: <SDG Code> | <relevant words>”
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With this prompt we also extract the explanations for the chosen SDGs. Usu-
ally, chatGPT returned the right keywords involved in the connection. In Table 2,
we report the accuracy with confidence intervals for the 5-folders. Each fold takes
approximately one minute, making this method no scalable. Like supervised
methods, chatGPT performs much better in English than Spanish.

Table 2. Accuracy of supervised and chatGPT.

Language Model | Language | Accuracy
Multi-class Fine-tuned Models

XLM-Roberta Spanish | 0.6415
Roberta English | 0.6981

Large Language Model

chatGPT Spanish | 0.76 £+ 0.07
chatGPT English |0.84 + 0.04

4 Conclusions

This paper presents a first approach to the SGD alignment problem for indica-
tors. Results show that scores are still far from the ideal ones. Even the powerful
chatGPT does not achieve high enough scores, being them also dependent on
the target language. Future work will focus on enhancing text similarity methods
and few-shot classifiers by means of explainable methods that rely on knowledge
graphs. These techniques will allow us to align texts and indicators at a larger
scale than chatGPT can currently do.
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Abstract. Named Entity Recognition (NER) and Linking (NEL) have
seen great advances lately, especially with the development of language
models pre-trained on large document corpora, typically written in the
most popular languages (e.g., English). This makes NER and NEL tools
for other languages, with fewer resources available, fall behind the latest
advances in Al In this work, we propose an automated benchmark data
generation process for the tasks of NER and NEL, based on Wikipedia
events. Although our process is applied and evaluated on Greek texts,
the only requirement for its applicability to other languages is the avail-
ability of Wikipedia events pages in that language. The generated Greek
datasets, comprising around 19k events and 41k entity mentions, as well
as the code to generate such datasets, are publicly available.

1 Introduction

We are witnessing a proliferation of news articles available on the Web, making it
difficult for readers to identify good-quality journalism with well-formulated and
factually supported arguments. Despite the abundance of news articles available,
it is still challenging to retrieve information related to a specific entity of interest
(e.g., person, event, organization), in order to compare the arguments in favor
of, or against a specific claim about them and shape an informed opinion. This
often leads to easy spread of misinformation and conspiracy theories, sometimes
with huge political, socio-economical or health impact. The DebateLab project!
is conducting research towards representing, mining and reasoning with online
arguments. The goal of this project is to offer a suite of tools and services that
will assist both professional journalists in accomplishing everyday tasks, and
readers who wish to be well-informed about topics or entities of interest.

A main component of DebateLab is EL-NEL [14], a tool responsible for named
entity linking (NEL) in Greek news articles. NEL is the task of mapping parts
of a text (called entity mentions or surface mentions) to uniquely identified
entity descriptions provided in a target knowledge graph (KG). Consequently, it

! https://debatelab.ics.forth.gr/.
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requires a step of detecting such entity mentions, along with their possible entity
type, in the given texts, a task known as named entity recognition (NER).

Although NEL tools have recently seen great advances with language mod-
els pre-trained on large document corpora in English, few models exist for less
popular languages. Worse yet, those few models are trained and evaluated on
document corpora of much smaller scale, and tested by far fewer people than
their popular-language counterparts. Due to those challenges, NEL tools in those
low-resource languages fall far behind the latest advances in AI. To deter this
gap, in this work, we propose an automated, language-agnostic benchmark data
generation process for NER and NEL tasks using Wikipedia events pages?. We
use the manually curated links in those event pages as the ground truth for
NER and NEL tools and show how existing tools can be evaluated using such
data. Although we use Wikipedia events in the Greek language as a use case, and
release our data in Greek, our publicly available source code is language-agnostic
and can be easily used for other languages.

It is not until recently that benchmark dataset for Greek NER have become
publicly available (e.g., a NER dataset for spaCy [10], and a manually annotated
corpus of Greek newswire articles, eINER [4]). Among the works that adopt
multilingual approaches for the creation of benchmark datasets for NER based
on Wikipedia articles, only two (Polyglot [2] and WikiAnn [13]) include Greek
and only one (WikiAnn) also covers the NEL task. Unlike those benchmarks, the
datasets generated by our method are news-/events-oriented. MEANTIME [11]
and [8] are also targeting news/events. The MEANTIME [11] corpus consists
of 120 manually annotated English Wikinews articles. [8] extracted 170k events
from Wikipedia event pages from 9 languages (not including Greek). The main
differences of our work compared to [8], are that we attribute entity types to the
recognized entities, enabling its applicability to state-of-the-art NER tools, and
that we perform a data enrichment step to fix red links.

In summary, the contributions of this work are the following:

— We offer publicly available benchmark datasets® for NER and NEL in Greek,
with a permissive license (CC BY-SA 3.0), generated from Wikipedia events.

— We open-source the code* that generated those datasets, which can be adapted
to generate similar datasets in more languages and, potentially, from more data
sources.

— We show that these benchmarks can be used to evaluate existing NER and
NEL tools, posing new challenges for such tools.

2 Methodology

In this section, we describe the methodology for the construction of the NER
and NEL benchmark data.

2 Greek wikinews page is not currently active. We expect that this may also be the
case for many other languages.

3 https://zenodo.org/record /7429037.

4 https://gitlab.isl.ics.forth.gr /debatelab /elwiki_events_benchmark.
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Data Extraction. We extracted Greek Wikipedia events, redirects, mappings
between Wikidata and Wikipedia articles, the Wikidata type(s) for each article,
and the Greek Wiktionary, between 2009 (when the first Greek Wikipedia Events
appeared in the template used today) and 2022.

Cleaning and Filtering. Our cleaning and filtering process includes the attri-
bution of surface mentions to specific entity types, the removal of surface men-
tions not related to those types, and the concatenation of consecutive sentences
referring to the same event. For the latter, we rely on heuristics. The entity types
selected in this work are: event, facility, geopolitical entity, location, organization,
person, product and work of art. For the attribution for each annotation to the
entity types above, we use the instanceOf property of Wikidata. Data Enrich-
ment. In addition to cleaning and filtering, we also enrich the extracted data, by
filling in some of the so-called “red links”, i.e., links to non-existing Wikipedia
pages. Instead of disregarding red links, we tried to match such links with the
corresponding (language-agnostic) Wikidata identifier, in order to increase the
linkage of this dataset. For the collected dataset, approximately 14K out of 64K
(~21%) links were originally red links. We managed to recover ~10K of those
red links, by following the processing steps described below: () lexical trans-
formations, e.g., convert first letter of placeholder suffix to uppercase, re-order
words within the same entity mention, (i¢) using the surface mention text as
a wikidata search query, and (ii:) translating the surface mention to English,
using M2M100 [6], and repeating the same process in English.

3 Experiments

In this section, we evaluate the following NER methods: EL-NEL [14], Neural-
ILSP [16], NLP-AUEB [17], spaCy [9], and Polyglot [2]; then, we evaluate
the following NEL methods: EL-NEL [14], WAT [15], spaCy fishing [1], and
ReFinED [3]. For all NEL tools, except EL-NEL which supports Greek, we
translate the texts and the surface mentions in English to get the results.

NER Evaluation Methodology. For NER, we follow the so-called partial
evaluation schema [5], that defines the following cases: A correct case (COR),
when the surface mention and entity type in the ground truth match exactly with
the NER tool. A partially correct case (PAR), when the surface mention in the
ground truth overlaps with the surface mention returned by the NER tool (ignor-
ing entity type). A missing case (MIS), when a ground truth annotation is not
returned at all by a NER tool. A spurious case (SPU), when a NER tool suggest
an annotation that does not exist in the ground truth. Then, precision and recall

.+ _ _COR+0.5 PAR _ _COR+40.5 PAR
are defined as Precision = contPirrspr and Recall = 5515 irriirs-
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NEL Evaluation Methodology. For NEL, we follow the spaCy scorer® app-
roach that considers only the links provided for entity mentions that overlap
with the NER ground truth. We consider the following cases: A true positive
(TP) occurs when a NEL tool suggests the same link as the ground truth. A
false positive (FP) occurs when a NEL tool suggests a different link than the
correct link. This includes the case of a NEL tool suggesting any link for a
known red link in the ground truth. A false negative (FN) occurs when a NEL
tool returns no link (or an incorrect link) for an entity mention that appears
in the NEL ground truth (not a red link). True negatives (TN) are ignored. As
a consequence, precision and recall are almost identical, so we report only the
micro- and macro-averaged F1-scores. Due to the imbalance of the entity types,
Fl-micro that takes into account proportion of every type is more meaningful.

NER Evaluation Results. The results of NER, presented in Table 1, show
that the NER benchmark is challenging for all evaluated methods, with the
highest F1 being 0.56 for the EL-NEL system. Polyglot, which detects a small
portion of the entity types (which are, nonetheless, the most representative in
the dataset), shows the highest precision, but also the lowest recall. The low
recall for all the tools is explainable due to spurious cases, since there is a gap
between what the Wikipedians choose to annotate and the tools’ predictions,
which are usually more exhaustive.

Table 1. NER results.
Table 2. NEL results.

Tool Types|Precision | Recall | F'1 -

Tool F1l-micro|Fl-macro
EL-NEL 8 0.76 0.46 |0.56

EL-NEL 0.91 0.82
Neural-ILSP |8 0.51 0.46 |0.46

WAT 0.96 0.96
NLP-AUEB |8 0.84 0.34 |0.47 -

SpaCy fishing |0.77 0.78
spaCy 6 0.75 0.43 |0.53 -

ReFinED 0.95 0.90
Polyglot 3 0.86 0.33 047

NEL Evaluation Results. The results of NEL are shown in Table 2. Overall,
WAT shows the best performance among all NEL tools, followed by the neural-
based ReFinED. A more detailed analysis, as presented in Table 3, reveals that all
NEL tools struggle with events, while they show impressive results for persons.
WAT does not categorize surface mentions into entity types, so it is skipped
from this table.

In terms of computational time, SpaCy fishing and ReFinED that do not
require calls to web APIs are significantly faster (few minutes vs a few hours).
An efficiency evaluation of the tools falls beyond the scope of this work.

5 https://github.com/explosion /spaCy/blob/master /spacy /scorer.py.
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Table 3. NEL results (F1-macro) per entity type.

EL-NEL | SpaCy fishing | ReFinED

EVENT 0.61 0.47 0.78
FAC 0.78 1 0.88
GPE 0.92 0.72 0.96
LOC 0.92 0 0.94
ORG 0.9 0.81 0.94
PERSON 0.92 0.92 0.94
PRODUCT 0.58 1 1

WORK_OF_ART | 1 0.6 0.71

4 Conclusion and Future Work

In this work, we have presented an open-source benchmark dataset for NER and
NEL, built from Greek Wikipedia Events. The dataset consists of 24k sentences
and includes 41k entity mentions. We plan to follow the same methodology
and release similar benchmark datasets in more languages. We also plan an
experimental comparison with other benchmark datasets and models, as well
as the enrichment of the collection with annotations that Wikipedians have not
considered in their annotations. For the latter the structure of Wikipedia (e.g.,
anchor links, disambiguation pages) as well as co-reference information can be
exploited as in [12] and [7].
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Abstract. The metaverse is an immersive, multi-user, virtual world
where humans, represented by avatars, can entertain, socialize, and col-
laborate. This demo proposes VRKG-CollaborativeExploration, a Vir-
tual Reality application that enables users to join thematic and collab-
orative data-driven discussions in the social metaverse where data are
retrieved from Knowledge Graphs via SPARQL queries.

Keywords: Knowledge Graph - Collaboration - Exploration - Virtual
reality + SPARQL queries

1 Introduction and Background

The term metaverse was first coined by the novelist Neal Stephenson in 1992 in
his science fiction novel “Snow Crash” [4] to denote a virtual universe created
beyond the real one where humans could freely access a 3D space that reflects the
real world through digital agents (avatars) and interact with each other. As a new
term, researchers discussed the metaverse with broad insights without reaching
a consensus [7]. Mark Zuckerberg defined the metaverse as an embodied online
world where people can work collaboratively and socialize with avatars, often
in the form of headsets or glasses [10]. Common metaverse features are persis-
tent, multi-user, immersive environments [4,7], where immersion is achieved by
digital technologies such as augmented reality, virtual reality (VR), and mixed
reality [3], avatar-based platforms [6], where humans spend time performing their
day-to-day activities, such as entertaining and socializing [5], where any user can
create virtual rooms freely accessible to others.

This demo proposes VRKG-CollaborativeExploration, a VR application
where users can join thematic virtual rooms and perform collaborative data-
driven discussions supported by structured data. We achieved this by exploiting
Knowledge Graphs (KGs) as the data source and SPARQL query results to
model topics of interest. The proposed application, tested on Meta Quest Pro,
relies on VR technologies by using a lightweight head-mounted display to give
the user a sense of visual and audio immersion. Users will be immersed in a
meta world of knowledge represented by 3D sphere of knowledge (SK) (a.k.a.
the nodes of the KG induced by SPARQL query results) and may navigate

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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this world using relations between SK (a.k.a. the links of the KG induced by
SPARQL query results). During an exploration session, users may have real-
time interaction with other users (represented by avatars) using gestures and
voice communication.

Our proposal grounds on the literature of 3D visualization of ontologies
and KGs, such as Ontodia3D [2], that leads to the possibility of representing
data interactively and entertainingly. Thanks to the collaborative dimension,
the opportunity to freely author publicly available and persistent virtual rooms
via SPARQL queries, and an avatar-based representation of users able to mimic
hands and head movements, our proposal moves a step forward in the direction
of enabling thematic collaborative discussions in the social metaverse. While
research combining metaverse and KGs mainly focuses on the interoperability
issues and data modeling aspects [1,5,8,9], we focus on the collaborative explo-
ration and data-driven discussion enabled by a 3D representation of the Semantic
Web data in the metaverse. A video of our proposal is freely available'.

2 VRKG-CollaborativeExploration

VRKG-CollaborativeExploration is a VR application where users can join
data-driven discussions enabled by a 3D representation of a KG induced by
SPARQL query results that determine the topic of the thematic virtual rooms.
Instead of proposing a VR application bounded to a specific data source, VRKG-
CollaborativeExploration lets users choose the topic of interest from a pub-
licly available and persistent repository of virtual thematic rooms determined
by SPARQL query results.

KXl =0 =1
—l - @ __ AR
— ‘0

bl SPARQL
SPARQL query Metaverse via
executor via Web QuenyiEsulls Virtual Reality
o repository o
Application application

Fig. 1. Approach to enable data-driven discussions in the metaverse by querying KG.

The proposed workflow at the basis of VRKG-CollaborativeExploration is
graphically represented in Fig. 1. A publicly available web application? lets users
author a virtual room by performing a SPARQL query on a user-defined working

! Video presenting the demo: http://www.isislab.it:12280/submission/VRKC.mp4.
2 Web application http://www.isislab.it:12280/applications.html.
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SPARQL endpoint. The SPARQL query results is constrained as it serves as an
input for the visualization step, and it must retrieve subject, property, object,
with their respective labels and subject description. While labels will be used
on nodes and edges in the metaverse to improve readability, textual descriptions
will provide further details on demand based on users’ interactions.

Any executed query stores a persistent virtual room modelled by a CSV
containing query results and a JSON file to configure the VR application in a
public repository. Each room in the metaverse has a topic strictly connected
to the retrieved SPARQL query results. For example, Fig.2 shows users who
joined the thematic virtual room dedicated to stars and constellations available
in DBpedia. In each virtual room, users can collaboratively discuss with others
using a 3D representation of the KG as evidence.

Fig. 2. Example of the demo in action while exploring the stars room in the metaverse.
The screen projects what each participant joining the metaverse can explore via the
Meta Quest Pro. The two avatars reflecting the real users and the KG on the back-
ground modeling starts and constellations retrieved by querying DBpedia are observed
by a third user out of the scene. Users can see each other in the metaverse even if they
join the same room from geographically distant physical places.

Hence, users can manipulate the KG induced by SPARQL query results where
nodes and edges are referred to by English labels, focus on nodes and visualize
node details on dedicated panels, and perform a data-driven discussion enabled
by the possibility to manipulate the graph in the same virtual place and discuss
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each other about the explored content using real-time voice streaming, overcom-
ing any geographical distance.

Users can also customise the graphic room profile. At the moment, authors
can choose between Universe and Blue sky. The source code is publicly available

on GitHub with an Open License?.

Technical Details. Our implementation of VRKG-CollaborativeExploration is
developed using the Unity game engine 2021.3.2f1 version. The main packages
used are Mixed Reality Toolkit 2.8 to handle the input from the headset touch
controllers, Photon Unity Networking 2.39 to implement the multi-user capabil-
ity. The application has been tested on Meta Quest Pro headsets. The resulting
graph is limited to a maximum of 50 nodes total and 16 edges per node. This
limit has been handpicked to both avoid performance issues (due to the com-
plexity of the graphics and physics simulation in VR) and to not create complex
and overcrowded graphs which are difficult to navigate for the users.

3 Demonstration and Conclusions

The metaverse is in an early developmental stage but is promising to occupy
prominent space in the next phase of the Internet [5]. This demo focuses on
enabling data-driven discussions in the metaverse implemented by the VR tech-
nology exploiting KGs as a data source. It represents an opportunity to entertain
and engage users in data-driven thematic discussions and KG exploration with-
out requiring any technical skills in SPARQL query language. SPARQL knowl-
edge is only required when users want to author virtual rooms in the metaverse.
In future directions, we will support Prezi-like presentations by predefined nav-
igation of nodes and edges configured by a presenter.

Demonstration. During the demo, we will show how to configure the VR appli-
cation? to join a virtual room, such as the stars room, by accessing to a publicly
available SPARQL query results repository, and how to author a data-driven
discussion room in the metaverse. The demo will take place by exploiting the
Meta Quest Pro and by collaboratively exploring KGs with remote users.
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Abstract. Wildlife and preservation research activities in the tropical
forest of Sabah, Malaysia, can generate a wide variety of data. However,
each research activity manages its data independently. Since these data
are disparate, gaining unified access to them remains a challenge. We
propose the Forest Observatory Ontology (FOO) as a basis for integrat-
ing different datasets. FOO comprises a novel upper-level ontology that
integrates wildlife data generated by sensors. We used existing ontolog-
ical resources from various domains (i.e., wildlife) to model FOO’s con-
cepts and establish their relationships. FOO was then populated with
multiple semantically modelled datasets. FOO structure and utility are
subsequently evaluated using specialised software and task-based meth-
ods. The evaluation results demonstrate that FOO can be used to answer
complex use-case questions promptly and correctly.

Keywords: Wildlife data - Internet of Things - Ontology - Knowledge
Graph - Question-answering

1 Introduction

Over the past 15 years, the Danau Griang Field Centre (DGFC)?!, a scientific
research facility in Sabah, Malaysia, has collected various data. Collars with
GPS chips have been put on elephants, and images from camera traps are also
available. However, each research activity maintains its collected data indepen-
dently, resulting in disparate data. Hence, decision-makers face challenges when
accessing these data collectively to search for and discover meaningful infor-
mation. To address this challenge, we suggest using semantic web technologies,
which make it possible to search multiple data sources in a detailed way and to

Resource type: Ontology and Knowledge Graph.
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reason about data. Our poster paper contributes an upper-level ontology named
the Forest Observatory Ontology (FOO). Following past research methodologies,
FOO reuses classes from existing ontologies to connect the Internet of Things
(IoT) and wildlife concepts. Then we populated FOO with four semantically
modelled datasets to form knowledge graphs. These knowledge graphs enable
users to access and query disparate data types in a unified manner, facilitat-
ing semantically-enriched information exchange between humans and computer
systems.

2 Approach

We searched several previous research archives (e.g., the ACM digital library
and Google Scholar) for a suitable methodology. We acknowledge the signifi-
cance of NeOn Methodology [7]. However, we selected the Linked Open Terms
(LOT) methodology by Poveda et al. [6], which builds on Neon Methodology
and has features that best match our ontology requirement. For example, com-
petency questions, natural statements and tabular data can all be used at the
requirements stage. Figure 1 depicts the development process.

LOT Methodol by Poveda-Villalén et al.
ﬂorest Observatory ; ethodology by Poveda-Villalon et al \
Ontology (FOO) H ; H

Development
FOO Actors: v | v
o-scionti FOO 't FOO FOO
1 Bio-scientists " . . i i
Requirements Implementation Evaluation Publication
2 Wildlife Researchers . Structure, srzfjr;z and
5 Ontology Developers 65 Compatency Lightwelght semantic escarch
10 NaturalTnguage (diagram) representation, communites,
4 ComputerScientists | Reality statomente Encode ight (code) i i Publish computer | Maintain
interoperability applications
s Data Scientists NG PP
ERNEYNENNC 3 12 34 s
M A |
4 Ethnographic i BioPortal
- Studies, Build ontology in Use cases @ H10. | Linked Open @ Update,
Iterative process - -» owL Ianguage Oops! Pitfalls - "
8lnterviews and [--------» " © SEESE po-----o- BUCT ST o - mae - o) > Vocabularies [--+55 " bugs, fault,
Output — FOO i RDF scanner FOO y FOO A
Focus & Nominal | ORSD Pro,ege ed“o, T JSON-LD Pellet Evaluated Github Triplestore, |Security issues
groups Zenodo SPARQL

Fig. 1. FOO Ontology Development phases, inspired by Linked Open Terms (LOT)
methodology

The Ontology Requirements Specification Document (ORSD)? was made to
collect information about FOQO’s scope, its intended purpose, and how it can
be used in real life. We compiled 106 competency questions, ten natural lan-
guage statements (NLS), different use cases from ethnographic studies at DGFC,
semi-structured interviews with eight wildlife researchers, and focus and nom-
inal groups at DGFC. For implementation, we searched the existing literature
for relevant ontologies. We found many of them, such as SAREF?, IoT-lite?,

2 https://naeima.github.io/FOO-Book/lifecycle/requirements.html.
3 https://ontology.tno.nl/saref/.
4 https:/ /www.w3.org/Submission /iot-lite/.
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SWEET?® and African wildlife ontology [3]. We chose to reuse the self-contained
ontology Sensor, Observation, Sample and Actuator (SOSA) [2] from the second
version of the Semantic Sensor Network (SSN) Ontology [1] as it closely matches
our requirements. Furthermore, we adopted the BBC Wildlife Ontology®, which
contained sufficient classes to model our wildlife data entities. We discussed
the conceptual model (Fig.2) with FOO’s actors. Following that, we encoded
FOO in the Web Ontology Language (OWL2) (https://www.w3.org/TR/owl2-
overview/), edited it with Protégé”, and wrote pipeline codes in Python to map
and serialise the datasets that populated FOO. Figure 2 shows FOQO'’s lightweight
conceptual model.
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- J" (sosatis0 LObservabIeProperty | I
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Fig. 2. FOO conceptual model explaining the classes instantiated with data. For
example, our soil sensor observation (Soil ID) is modelled as an instance of the
class (sosa:Observation). Then, the observation’s metric, (foo:Silt) is modelled as
(sosa:ObservableProperty), which has a data property (foo:hasSilt) of type (xsd:float).

A
: > fooVegetation J: 11 ! !
R foo:hasSilt : : |‘ : :
T £00:GPS_ID Jeroorrorm
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We evaluated FOQ'’s structure, semantic representation, and interoperabil-
ity using open-source online scanners, Oops!®, and Pellet? and SPARQL queries
that answered competency questions. We instantiated FOO with four distinct
wildlife datasets about the forest of Sabah, Malaysia. The datasets compromise
sensor observations about (i) soil properties, (ii) GPS elephant tracking collars,
(iii) vegetation scanners, and (iv) camera trap images. We programmatically
transformed these heterogeneous datasets into RDF graphs. We wrote modu-
lar Python codes using the RDFIib! library. The approach used is similar to

® https://bioportal.bioontology.org/ontologies/SWEET.
5 https://github.com/rdmpage/bbc-wildlife.
7 https://protege.stanford.edu/.
8 oops.linkeddata.es.
9 github.com /stardog-union /pellet.
19 https://github.com/RDFLib /rdflib.
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the RDF Mapping Language (RML) mapping technique'!. The pipeline codes
declare the namespaces specific to FOO, iterate through the data, and map
the observation id columns to the subjects, the observable property columns
to the objects, and their relationship to the predicates. The data source enti-
ties were modelled as instances (rdf:type) of FOQO’s classes, as shown in Fig. 2.
Nevertheless, the mapping codes generate RDF triples that could be serialised
into various output formats, such as Turtle, RDF, N3, and JSON-LD. The seri-
alised RDF graphs are loaded into Stardog triple-stores containing FOO to form
the knowledge graphs. Each knowledge graph resides in a separate triple-store,
representing a data source. Our criteria for creating the federation of knowl-
edge graphs focused on applying a common vocabulary (i.e., a shared ontol-
ogy) and achieving interoperability (i.e., the disparate knowledge graphs can
exchange information using common standards and protocols). To link these
knowledge graphs, we used federated SPARQL queries to retrieve data from
multiple knowledge graphs simultaneously. The competency question shown in
Listing 1.1 retrieved accurate and prompt information about an Asian elephant’s
GPS tracking information and the soil condition in a particular area from dif-
ferent knowledge graphs. In order to publish FOO, we used the WIZARD for
DOCumenting Ontology (WIDOCO) [5] to generate W3C-compliant documen-
tation. Then, FOO was shared on Github, Bioportal and its dedicated website.
FOQO’s maintenance plan entails routine inspection, scanning, and documenting
updates. There will always be issues to resolve, such as bugs or new data to add
or remove. Hence, we rely on Github'? for maintenance, collaboration, and ver-
sion control. A noteworthy research project by Mussa et al. [4] implemented an
AT application, specifically a chatbot, to enhance access to FOO by non-domain
experts. As such, we encourage contributions from the research community to
support us in extending FOO and identifying additional use cases.

Listing 1.1. What is elephant Aqgeela’s GPS collar information on 13 November 2011
and the soil sensor information installed at Danum Valley Conservation Area?

Prefix foo: <http://www.ontology /ns/foo/1.1#>

Prefix sosa: <http://www.w3.org/ns/sosa/>

Prefix xsd: <http://www.w3.org/2001/XMLSchemaz>

Prefix dgfc: <http://www.w3.org/schema.org/dgfc/elephant#>
Prefix wgs84 pos: <http://www.w3.org/2003/01/geo/wgs84 posz>

SELECT DISTINCT * {
?UniquelD a sosa:Observation;
sosa: madeObservation dgfc: Aqeela;
foo:hasSpeed 7Speed;
wgs84 pos:lat 7Lat;
wgs84 pos:long ?Long;
sosa:resultTime "2011-11-13"""xsd:date.
foo : ElephasMaximus a ?7info;
{SERVICE <username: password@https://[host].stardog.cloud:

" https://rml.io/specs/rml/.
12 https://github.com/Naeima,/Forest- Observatory- Ontology.
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port/Soil /query>

{?So0il ID a sosa:Observation ;

?7Site "Danum_Valley_Conservation_Area" ;
foo:hasSilt ?7Silt;

foo:hasSoil pH 7pH.}}

Limit 1

3 Conclusion and Future Work

We propose the Forest Observatory Ontology (FOO), an upper-level ontology
that semantically integrates heterogeneous wildlife data. It provided answers
to complex questions to aid bio-scientists and wildlife researchers in making
informed decisions. We instantiated FOO using diverse datasets modelled as
RDF graphs. The resultant knowledge graphs contain six million triples capable
of performing various operations. First, end-users can remotely query them, as
demonstrated in our usage documentation and SPARQL query examples. Sec-
ondly, wildlife researchers can incorporate reasoning rules to assert conditions
that constitute a threat to wildlife. In the future, we plan to use FOO’s knowl-
edge graphs for predictive analytics.
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Abstract. The Stream Reasoning research paradigm aims to target
application domains that need to solve both data variety and velocity at
the same time. Many of these domains benefit from processing the data
as close to the source as possible, e.g. in Internet of Things applications
we see a paradigm shift towards Edge processing, and in the Web, we see
more and more effort towards decentralization of the Web where applica-
tions run directly inside the browser. However, current Stream Reasoning
engines are not able to reuse the same code-base to run applications in
the cloud, edge, or browser.

In this paper, we present RoXi, a Reactive Reasoning framework that
provides the needed building blocks to realize Stream Reasoning appli-
cations that can target cloud, edge, and browser environments.

Keywords: RDF Stream Processing + Edge Processing - Reasoning -
Decentralized Web

1 Introduction

In recent years, the interest in streaming data has increased for application
domains that combine data variety, i.e. data that require some form of data
integration, with the requirement to process data in a reactive fashion, i.e.,
as soon as possible and before the data are no longer useful [1]. Examples of
such application domains include Smart Cities, Industry 4.0, Web Analytics,
etc. Stream Reasoning (SR) is a research initiative that combines Semantic Web
with Stream Processing technologies to target both the data variety and velocity
at the same time [8]. Semantic Reasoning allows to target the data variety, by
providing means to integrate and abstract data from various sources. Further-
more, it provides a way to interpret any defined domain knowledge.

Many of the application domains that target both data variety and velocity
can offload parts of the processing closer to where data is being produced in order
to speed up computation. In Internet of Things (IoT) applications, this means to
the Edge of the network, while in Web applications, this means to the browser
of the user. Running computation in the browser has become more popular
with the rise of the decentralized Web, as supported by the Solid project [6].
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Both the Edge environment and browsers provide limited resources compared
to processing all data in the cloud. However, many of the same building blocks
should be able to run both in the cloud and at the edge/browser. This calls
for a Reasoning framework where the same code-base can be used for running
applications both in the cloud or at the edge/browser.

We introduce RoXi, a framework for Reactive Reasoning that is fully writ-
ten in Rust. RoXi allows to use the same code-base to develop applications
that require Reactive Reasoning, disregardless of performing computation at
the cloud, edge or browser. RoXi can run in the browser through the support of
WebAssembly, at the edge through Rust’s ability to optimize code for low-level
devices and at the cloud.

2 Related Work

Various reasoners and Stream Reasoners have been proposed over the years [9],
however, typically focusing on running high-performance hardware as found in
the cloud. RDFox [4] is a highly-scalable reasoning-enabled RDF store and has
shown to be able to run at the Edge, however, it does not support any browser
run-time, nor stream processing capabilities. Fed4Edge [5] is an RDF Stream
Processing engine optimized to run in an edge environment, it focuses on query
answering on RDF data streams. However, it does not provide any reasoning
capabilities or functionality to run inside the browser. DIVIDE [2] allows to
optimize reasoning rules for the evaluation at the edge, however, it does not
support any browser run-time or optimized code for running on low-level devices.
Hylar [7] is a reasoner written in Javascript and designed to run in the browser.
However, the Javascript run-time makes it an unsuited candidate to efficiently
run at the Edge, in the cloud or efficiently handle high-velocity data streams.

3 Architecture

RoXi
Querying Reasoning Storage
* Forward chaining * Triple Encoding
: ;:'A:ROLLl.l ¢ Backward chaining < Triple Indexing
-Q « Hybrid (C-Sprite) + Rule Indexing
Stream Processing Incr | Mai Parsing
*  Windowing * RDF
+ Reporting : m:';s « SPARQL/RSP-QL
* Ticks * Notation3

Fig. 1. Overview of the supported components in RoXi’s architecture

RoXi is a framework for Reactive Reasoning, providing Querying, Reason-
ing and Stream Reasoning functionality. Figure 1 visualizes RoXi’s architecture,
consisting of the following components:
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1. Querying: RoXi provides support for both SPARQL1.1 queries on static
data and RSP-QL queries on streaming data.

2. Reasoning: RoXi has at this point support for rule-based reasoning, with
Datalog expressivity. We support a subset of Notation3 rules' that relate
to the expressivity of Datalog. RoXi supports both forward- and backward-
chaining reasoning algorithms. For efficient reasoning over RDF data streams,
RoXi implements the C-Sprite algorithm [1], i.e. a hybrid approach that opti-
mizes the reasoning based on the registered queries.

3. RDF Stream Processing: RoXi aims to provide the same RDF Stream
Processing interfaces and functionality as RSP4J [8], which aims to unify
RDF Stream Processing. RoXi provides Time-based Windows that allow to
cut the unbounded streams in processable chunks. Different Reporting dimen-
sions are supported that allow to configure when the window triggers: (a)
Content Change: reports when the content of the current window changes,
(b) Window Close: reports when the current window closes, (¢) Non-empty
Content: reports when the current window is not empty, and (d) Periodic
reports periodically. Various Ticks are supported that can configure how the
evaluation of the reporting should be triggered: time-driven, tuple-driven, or
batch-driven. Once the window triggers, different components can be called,
such as Querying and Reasoning.

4. Incremental Maintenance: incremental maintenance programs allow to
keep an updated view on all inferred triples through forward-chaining. These
programs update the view when triples are added or removed. At this point,
DReD [3] and IMARS incremental maintenance programs are supported in
RoXi. The latter focus specifically on Window-based maintenance. In the
future, the more optimized Forward-Backward-Forward [3] and the naive
counting-based [3] approaches will be provided as well.

5. Storage: To reduce memory usage, RoXi employs dictionary encoding on
the consumed triples. To speed up query evaluation, RoXi supports Indexed
Datastores for all triples and rules.

6. Parsing: RoXi supports parsing of RDF, SPARQL, RSP-QL and Notation3.

RoXi is implemented in Rust and can be compiled to run at the edge, cloud
or browser. The code is available on our Github-page?. RoXi’s functionality can
be tested directly in the browser using the Web UI®.

4 Conclusion and Future Work

This paper presents RoXi, a framework for Reactive Reasoning. RoXi provides
components for querying, reasoning, incremental maintenance and RDF Stream
Processing. RoXi can be compiled to run in the cloud, edge and inside the
browser, allowing the same code-base to be used while targeting IoT, Edge and
decentralized Web applications.

! https://w3c.github.io/N3/spec/.
2 https://github.com/pbonte/roxi.
3 https://pbonte.github.io/roxi/index.html.
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In our future work, we aim to support more implementations of different
technologies for each component in RoXi’s hierarchy. For Querying, we wish to
support SHACL and research its applicability in combination with the RDF
Stream Processing component. In terms of Reasoning, we wish to investigate
the integration of more expressive reasoning algorithms both for reasoning over
static data, e.g. to support OWL2 DL, and streaming data e.g. using temporal
reasoning such as datalogMTL. For RDF Stream Processing, we aim to support
more advanced types of windowing, such as session windows. We also aim to
formalize the connection between reasoning and RDF Stream processing while
using RoXi as a prototype. For Incremental Maintenance, we aim to integrate the
more optimized Forward-Backward-Forward [3] and the naive counting-based [3].
In terms of Storage, we wish to experiment with different indexing techniques and
their relation with streaming data, i.e. researching data structures that optimize
trade-offs between the added value of the indexes and the cost of performing the
indexing on data that changes frequently.

RoXi brings us one step closer to realize the Stream Reasoning vision by
providing a Reactive Reasoning framework that allows the same code-base to be
run in the cloud, edge or even in the browser.
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Abstract. Semantic summaries try to extract compact information
from the original knowledge graph (KG) while reducing its size for various
purposes such as query answering, indexing, or visualization. Although
so far several techniques have been exploited for summarizing individual
KGs, to the best of our knowledge, there is no approach summarizing
the interests of the users in exploring those KGs, capturing also how
these evolve. SummaryGPT fills this gap by enabling the exploration of
users’ interests as captured from their queries over time. For generat-
ing these summaries we first extract the nodes appearing in query logs,
captured from a specific time period, and then we classify them into
different categories in order to generate quotient summaries on top. For
the classification, we explore both the KG type hierarchy (if existing)
and also a large language model, i.e. ChatGPT. Exploring different time
periods enables us to identify shifts in user interests and capture their
evolution through time. In this demonstration we use WikiData KG in
order to enable active exploration of the corresponding user interests,
allowing end-users to visualize how these evolve over time.

1 Introduction

The explosion of the information now available in big KGs requires effective and
efficient methods for quickly understanding their content, enabling the exploita-
tion of the information they contain.

Semantic summaries have been proposed as methods for condensing informa-
tion available in such KGs [4,5]. According to our survey [1] a semantic summary
is a piece of compact information, extracted from the original KG that can be
used instead of the original graph for performing certain tasks more efficiently
such as query answering, indexing or visualization.

Recent approaches (e.g., [6,7]) have generated efficient summaries over large
KGs such as DBpedia, WikiData, and Bio2RDF by capturing users’ interests
as they appear in their queries. The idea in those approaches is to identify
the most frequently queried nodes in large query logs as the most important
ones, and extract and link them exploiting paths from the original graph. Those
summaries have nice properties regarding query answering, however, they fail

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
C. Pesquita et al. (Eds.): ESWC 2023, LNCS 13998, pp. 164-168, 2023.
https://doi.org/10.1007/978-3-031-43458-7_31
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to provide an overview of the overall graph as they only focus on the few most
queried nodes, pretty much ignoring the information contained in the remaining
graph.

SummaryGPT, demonstrated in this paper, focuses on presenting an
overview of the entire KG for visualization purposes by constructing quotient
summaries. Quotient summaries establish a notion of “equivalence” for iden-
tifying node’s representatives, and presenting those representatives instead of
the original graph, enabling users to quickly understand the main groups of the
underlying graph.

For the classification of the extracted nodes into the various groups we exploit
and compare two methods: a) one based on the existing type hierarchy and b) one
identifying (and labeling) generic categories generated by ChatGPT. ChatGPT
is a large language model (LLM) that is trained on a substantial corpus of text
data to perform natural language processing tasks such as text summarization
and question answering. The ability of LLMs to pack large amounts of knowledge
into their large parameter set has raised the possibility of using their implicit
knowledge without domain training.

In this demonstration, we move beyond single quotient summaries, consid-
ering the fact that ontologies and KGs evolve over time [2,3] along with user
interests. As such instead of a single summary, we present a series of sum-
maries, summarizing how users’ interests evolve over time, allowing KG curators
to appropriately visualize and explore shifts in users’ interests. To the best of
our knowledge, this is the first time that the notion of a series of summaries
appears in the bibliography for enabling the exploration of KGs.

The system is available online! however we have disabled the configuration
screen.

2 Architecture

Figure 1 (left) depicts the high-level architecture of SummaryGPT. It consists
of three layers, the GUI layer, the Service layer and the Data layer.

Using the GUI layer the user is able to upload query logs to be processed
for a specific KG (SPARQL endpoint) and visualize the result summaries. The
user is able to explore how those summaries evolve through time identifying the
main categories targeting those queries. The more nodes in a specific category
the bigger the node that appears in the result summary. The category nodes are
linked based on the links in the processed query logs using the same philosophy
(bigger lines as more queries include this link). Further, additional statistics are
presented on the distribution of the queried nodes in the various groups. The
main graph is interactive allowing users to click on the nodes and get further
information on the nodes that appear in a specific group.

The service layer includes initially the query parser, extracting and storing
the various nodes and edges in user queries, and also it implements the algorithm

! https://giannisergo.pythonanywhere.com/.
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Fig. 1. SummaryGPT high-level architecture (left) and example screenshots of the
system (right).

for constructing the quotient summaries. The algorithm summarizes a graph by
assigning a representative to each class of equivalence of the nodes in the original
graph.

Definition 1. (Quotient graph) Let G = (V| E) be a KG graph and = C
V x V be an equivalence relation over the nodes of V. The quotient graph of G
using =, denoted G /=, is a graph having:

— a node ug for each set S of =-equivalent V' nodes;
— an edge (vs,,l,vs,) iff there exists an E edge (vi,l,vs) such that vg, (resp.
vg,) represents the set of V nodes =-equivalent to vy (resp. vq).

A particular feature of the quotient methods is that each graph node is
represented by exactly one summary node, given that one node can only belong
to one equivalence class. For determining the equivalence classes the service layer
implements two classifiers.

The first classifier is based on ChatGPT, grouping query nodes into common-
sense categories returned by the large language model. For each node (i.e., its
label) appearing in user queries, we requested a one-word generic category that
this node belongs to (i.e. “for each item in the list return a word that defines
under which broad category it belongs”), and then we grouped the ones with the
same description, building as such a classifier for the nodes appearing in each
query log.

The second classifier queries the KG directly in order to retrieve the types of
the queries’ nodes, ignoring the ones that have no type, and then grouping the
queried nodes based on their types.

Finally, the data layer includes the various query logs initially uploaded by the
end user. SummaryGPT was implemented in Python Dash, whereas Cytoscape
was used for the interactive graphs. ChatGPT API was used for querying Chat-
GPT and standard SPARQL was for querying the KGs.
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3 Demonstration

To demonstrate the functionalities of SummaryGPT (an instance is shown in
Fig.1 (right)), we will use the Wikidata KG along with the query logs available
online?. The query logs are already split into seven batches, each one covering
user queries for around a month, starting from June 2017. We used organic
queries ranging between 200K and 800K queries per batch.

The demonstration will proceed in six phases:

1. Configuration. The summarization process starts by selecting the KG to
be summarized along with the corresponding query logs. In the configuration
menu, the user should provide a SPARQL endpoint for each KG and also a
set, of files, each one containing a distinct query log.

2. Summary over a single query batch using existing hierarchy. In this
phase we will select a single query batch and we will demonstrate the quotient
summary returned by the system. We will explain that the size of each group
depends on the frequency of the nodes of the corresponding type that appears
in the query batch and we will demonstrate the various statistics available.

3. Summary over a single query batch using ChatGPT. Then we will
demonstrate the summary over the same query batch using the ChatGPT
constructed classifier. The classifier automatically suggests groups and labels
for these groups.

4. Mini-Game. In this phase we will discuss the quality of the summaries
as perceived by conference participants. We will play a mini-game with the
conference participants by examining a few nodes of the query logs and trying
to assign those nodes in groups.

5. Assessment. Then we will discuss also that the results using the ChatGPT
classifier seem to be more natural and very close to what a human classifier
would do if s/he was asked to do the same process.

6. Evolution of Summaries in Time. Finally, we will demonstrate how those
summaries evolve over time based on users’ interests as they are captured by
the query logs. We will identify that the 1st interval has a significant portion
of nodes related to politics, mostly related to US elections, retaining traction
for the following months, whereas after elections this portion is practically
eliminated.

4 Conclusions

In this demonstration, we generate quotient summaries for KG based on user
queries. We exploit query batches to explore how those summaries evolve through
time making several interesting observations and comparing two classification
methods for assigning queried entities into summary groups. To our knowledge,
no other system today is available, enabling the rapid summarization of big KGs
and no other system is able to explore how those summaries evolve over time.

2 https:/ /iccl.inf.tu-dresden.de/web/Wikidata_.SPARQL_Logs /en.
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Abstract. Entity Typing is the task of assigning a type to an entity
in a knowledge graph. In this paper, we propose ETWT (Entity Typing
with Triples), which leverages the triples of an entity, namely its label,
description and the property labels used on it. We analyse which language
models and classifiers are best suited to this input and compare ETwT’s
performance on coarse-grained and fine-grained entity typing. Our eval-
uation demonstrates that ETWT is able to predict coarse-grained entity
types with an F; score of 0.994, outperforming three baselines.

1 Introduction

The availability of entity types in a knowledge graph (e.g., Microsoft is a Com-
pany)! is important for a series of tasks including question answering and named
entity linking. However, type information is often not complete. For example,
in the well-established cross-domain knowledge graph DBpedia [1], 2,447,977
out of 6,266,949 entities do not have a type in the DBpedia ontology, includ-
ing persons like Leonard E. Barrett and buildings like Deel Castle?. Therefore,
entity typing is an essential sub-task of knowledge graph completion, aiming at
full coverage of entity types in a knowledge graph.

Triples in a knowledge graph provide rich information describing an entity
which can be used to detect the entity’s type. This information includes both
textual information, namely the label and description of an entity, as well as
relationships to other entities (e.g., dbr:Berlin dbo:country dbo:Germany).
Following the intuition behind [7], we expect that the properties used in an
entity’s triples can hint at the entity type, as well as its textual information [2,4].
In this paper, we propose ETWT (Entity Typing with Triples) which exploits
both types of information simultaneously to perform highly precise entity typing.

To train a model that best deals with the given entity information, we perform
an analysis of how different language models (BERT [6], XLNet [10] and GPT [8])

! This entity type assignment can be expressed as a triple in the DBpedia knowledge
graph: dbr:Microsoft rdf:type dbo:Company.

2 In the DBpedia dumps of December 2022, considering all entities that have a
Wikipedia page ID but do not redirect or disambiguate.
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and classifiers (Fully Connected, Convolutional and Recurrent Neural Networks)
perform on entity typing.

We compare ETWT’s best configuration on the DBpedia630k [9] dataset. The
results demonstrate that ETWT outperforms three state-of-the-art baselines for
coarse-grained entity typing, reaching an F; score of 0.994 on average. Thus, we
highlight the effectiveness of leveraging entity properties along with entity labels
and descriptions as input to a language model.

2 Related Work

Biswas et al. [2] combine a language model with a character embedding model
to encode the entity label and detect its type. Cat2Type [3] instead utilises a
Wikipedia category graph as an input to a language model. GRAND [4] employs
BERT and RDF2Vec-based graph walking strategies. KLMo [5] uses transla-
tional embeddings of whole triples as an input to an attention layer. In contrast,
ETwWT focuses on an entity’s properties including its label and description.

3 Approach

Figure1 gives an overview of ETWT where, given an entity e (here, a node
representing Berlin), a ranking of entity types is generated of which the top-
ranked entity type is chosen (here, Place). To do so, we (i) first extract triples
describing the entity, (ii) embed them using a language model, and (iii) train a
classifier.

BERT
e, Encoder ZC&NA . Place = 0.75
Entity Entity € ctivation Company = 0.39
—_ _— —>
e Information Embedding f :

[CLS] Berlin. Country. Area. Leader

Knowledge title. Berlin is the capital ... [SEP]
Graph Triples

Linear Layer Person = 0.01

Language Model Classifier

Fig. 1. The ETWT approach at the example of using BERT as language model and a
fully connected neural network (FCNN) as classifier.

— Knowledge Graph Triples: We extract the property labels in the triples
used on entity e plus its label and description as its entity information.

— Language Model: We fine-tune a pre-trained language model on the entity
information. Figure 1 exemplifies ETWT using BERT as the language model,
where we use BERT’s [CLS] token as input to the subsequent classifier.

— Classification: A multi-class classifier is trained to predict the type of an
entity. Figurel exemplifies ETWT using a fully connected neural network
(FCNN) as classifier, where we use a ReLU activation for the final prediction.
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4 FEvaluation

4.1 Data

We use three splits (DB1, DB2 and DB3) of DBPedia630k [9]* for evaluating
our model. Each split is divided into a train, test, and validation set with a ratio
of 50:30:20 [3]. We consider coarse-grained (14 entity types) and fine-grained (37
entity types?) entity typing.

4.2 Comparison with Baselines

We compare ETWT (using BERT and FCNN) against JBN (Judge an Entity
by its Name) [2], C2T (Cat2Type) [3] and GRAND [4], as described in Sect. 2.

Table 1 shows that ETWT outperforms all baselines for coarse-grained entity
typing based on Micro F; (MiF;) and Macro F; (MaF;) scores.> With F; scores
of 0.994 on average, ETWT types entities nearly without a miss. For 37 fine-
grained types, ETWT is outperformed by GRAND on DB1 but still performs
best on DB3 with a Micro F; score of 0.947.

Table 1. Evaluation of coarse-grained (14 types) and fine-grained (37 types) entity
typing. For ETWT, we use FCNN as classifier and BERT as language model.

Coarse-grained Fine-grained

DB1 DB2 DB3 DB1 DB3

MaF; | MiF; | MaF; | MiF; | MaF; | MiF; | MaF; | MiF; | MaF; | MiF;
JBN 0.714 | 0.720 | 0.606 | 0.657 |0.446 |0.511 |0.231 |0.521 | 0.318 | 0.531
c2T 0.983 | 0.984 | 0.983 |0.983 | 0.985 |0.985 |0.402 |0.732 | 0.847 | 0.915
GRAND | 0.911 |0.911 | 0.990 | 0.990 |0.989 |0.989 | 0.745 | 0.870  0.880 | 0.931
ETwT 0.996 | 0.996 | 0.994 | 0.994 | 0.993 | 0.993 | 0.404 | 0.765 | 0.885 | 0.947

4.3 Analysis of Language Models and Classifiers and Ablation
Study

To identify which language models and classifiers are best to be used with
ETwWT, we evaluated all combinations of three language models (BERT [6],
XLNet [10] and GPT [8]) and three classifiers: Fully Connected Neural Network
(FCNN), Convolutional Neural Network (CNN) and Recurrent Neural Network
(RNN). Table2 shows the results of selected configurations and reveals that
BERT with an FCNN performs best in most cases. Only for fine-grained entity
types on DB3, XLNet performs best regarding Macro F;.

3 https://github.com/russabiswas/ GRAND-Entity- Typing-in-KGs.

4 We omit DB2 for fine-grained entity typing as its selection of classes deviates from
the other splits.

5 Before train/test/validation split, the coarse-grained types are distributed evenly
over the datasets. Therefore, MaF; and MiF; are similar.
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Table 2. Analysis of classifiers (Class.) and language models (LM).

Class. | LM Coarse-grained Fine-grained

DB1 DB2 DB3 DB1 DB3

MaF; | MiF; | MaF; | MiF; | MaF; | MiF; | MaF; | MiF; | MaF; | MiF;
FCNN | XLNet | 0.995 | 0.995 |0.993 | 0.993 |0.992 | 0.992 | 0.365 | 0.760 | 0.896 | 0.944
FCNN | GPT | 0.989 | 0.989 |0.988 | 0.988 |0.987 | 0.987 | 0.368 | 0.753 | 0.868 | 0.937
FCNN | BERT | 0.996 | 0.996 | 0.994 | 0.994 | 0.993 | 0.993 | 0.404 | 0.765 | 0.885 | 0.947
RNN | BERT |0.988 | 0.988 |0.990 | 0.990 |0.989 |0.989 | 0.349 |0.757 | 0.700 | 0.902
CNN | BERT |0.991 | 0.991 |0.988 |0.988 |0.972 |0.972 | 0.295 | 0.705 | 0.567 | 0.859

We further analyse the contribution of the inputs into the language model in
an ablation study shown in Table 3. In the case of coarse-grained entity typing,
the Fy score drops from 0.994 to 0.959 (averaged over all splits) when removing
the entity label and description and to 0.989 when removing the property labels.
This indicates that both inputs are best used in combination.

Table 3. Ablation study for coarse-grained and fine-grained types.

Model Coarse-grained Fine-grained
DB1 |DB2 |DB3 |DBI1 DB3
MaF; | MaF; | MaF; | MaF; | MiF; | MaF; | MiF;
ETwT 0.996 | 0.994 | 0.993 | 0.404 | 0.765 | 0.885 | 0.947

without description | 0.972 [0.953 |0.951 | 0.358 |0.758 |0.817 | 0.898
without property |0.990 |0.989 |0.988 |0.341 |0.737 |0.839 |0.930

5 Conclusion

We introduced ETWT, an approach for predicting entity types in a knowledge
graph using the entity label, description and property labels as input to a lan-
guage model. ETWT outperforms state-of-the-art baselines and reaches average
F'1 scores of 0.994 for predicting coarse-grained entity types in DBpedia.

Acknowledgments. This work was partially funded the Federal Ministry for
Economic Affairs and Climate Action (BMWK), Germany (“ATTENTION!”,
01MJ22012D).
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1 Introduction

At the heart of smart manufacturing is real-time semi-automatic decision-
making. Such decisions are vital for optimizing production lines, e.g., reducing
resource consumption, improving the quality of discrete manufacturing opera-
tions, and optimizing the actual products, e.g., optimizing the sampling rate for
measuring product dimensions during production. Such decision-making relies
on massive industrial data thus posing a real-time processing bottleneck.

Indeed, consider an example of automated welding that is present in mul-
tiple Bosch production sites where real-time decisions include welding machine
adjustment when welding quality (welding spots) degrades [11]. Such processes
are data-intensive, including sensor measurements, e.g., temperature, pressure,
and electrical conductivity, settings of welding parameters, and replacement of
accessories (welding caps), etc. When the welding is performed during car body
manufacturing, each such body has up to 6.000 welding spots, generating a
large amount of data instances. The data is distributed across several analyti-
cal pipelines in charge of feed statistics, training traditional ML models, quality
control measures, and many more [8].

This decision-making for welding requires both integration of heterogeneous
data and real-time computation on top of it, thus leading to scalability bottle-
neck. Delivering a consistent and accurate industry-grade solution as long as
the data grows in time, increases the complexity in scalability and performance
terms. These challenges combined with the need of maintaining daily operations,
increase further scalability requirements, creating the need to implement addi-
tional machine learning, knowledge engineering, and data management solutions
transversely into a unified framework.

Bosch is a multinational company with a strong emphasis on manufacturing
and engineering in automotive, energy, consumer goods, and other industries.
Smart and Al-powered manufacturing is one of the central pillars of the Bosch
strategy, thus real-time effective and efficient processing of extreme data chains
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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of heterogeneous, distributed [3], fast-growing, and often disconnected or hardly
compatible information is critical for the company’s success.

2 Semantic Approach to Industrial-Scale Data

In Bosch, we follow a semantic approach [10] to deal with large-scale indus-
trial data, as depicted in Fig.1. The idea is to unlock the value of data by
exploiting industrial knowledge graphs to support decision-making. In particu-
lar, the data is first converted into KGs via ETL processes [4], then analyzed
using Neuro-Symbolic AT methods that combine both semantic technology and
Machine Learning, and finally, the results of analyses are transferred to industrial
applications. This allows to bridge the data challenge and the value generation
part of manufacturing.

In order to ensure that the proposed approach offers the expected value,
Bosch does a strong focus on both research and system development in scalabil-
ity. In particular, Bosch does it via in-house research efforts and libraries and as
a part of several EU projects such as enRichMyData on at-scale data annotation
pipelines (https://enrichmydata.eu/), GraphMassivizer on massive processing of
graph data (https://graph-massivizer.eu/), DataCloud on scalable automated
deployment of data pipelines to the Cloud (https://datacloudproject.eu/), and
SmartEdge on edge-driven computations (https://www.smart-edge.eu/).

Our scalable Neuro-Symbolic Al-powered ecosystem as can be seen in Fig. 2,
comprehend a set of tools, libraries, and frameworks destined to integrate, pro-
cess, and deploy traditional data pipelines, and Industrial KG; these orchestrated
components have the objective to empower the experienced and non-experienced
internal users to leverage value from incoming from the data generated by the
production lines in the different Bosch manufacturing scenarios.
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Fig. 1. Semantic approach at Bosch to deal with large industrial data
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The solution to address the scalability bottleneck covers the transversely

company semantic approach, a high-level view is given in Fig. 1, following char-
acteristics:

1.

Semantic Powered Scalable Computing platform: Consists of a scalable exe-
cution environment specially designed for simulating and executing data
pipelines, this environment implements underlying semantic capabilities to
assist in the pipeline description as well as exploiting the hardware configu-
rations to find the best deployment scenario based on an initial requirement
set.

. Embedding Training Pipeline: Provides a standardized pipeline for embed-

dings computation, merging symbolic reasoning with traditional low-
dimension vector representations, delivering a fast prototyping experimen-
tation tool seamlessly integrated with the internal data silos in the company
environment,.

Embedding Ezxplainability Tool: Library with the capability of analyzing
semantic enhanced KG with previously trained embedding models comparing
different models providing understandability methods for knowledge represen-
tation tasks [1,7].

Knowledge Graph Consistency Check: Tool to discover inconsistency patterns
in KGs with respect to ontological rules, this allows to processing of the data
as well as the recognition of inconsistency patterns in the evaluated KG [5].
Knowledge Driven Optimization: Package for encoding generic KG-based
optimization problems in Answer Set Programming (ASP) language, which
is currently used in suppliers optimization, factory planning, and scheduling.
Semantically Enhanced Automatized pipelines: In order to deliver efficiency
to the internal teams template-typed pipelines were prepared to leverage the
use of mappings techniques to create KB’s to exploit traditional ML knowl-
edge [2,9].

’ 6. Semantically Enhanced Automatized Pipelines ‘

5. Knowledge Driven [3. Embedding Explainability
Optimization Tool

4. Knowledge Graph " 2. Embedding Training W
Consistency Pipeline

1. Semantic Powered Scalable Computing Platform ‘

Fig. 2. Stacked view of semantic solutions for Neuro-Symbolic use-cases at Bosch
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3 Conclusion

Given the specific nature of the use case and the particular needs of a com-
pany like Bosch, there is no off-the-shelf software solutions able to adapt the
constantly grow and demands in terms of data streaming speed, security and
volume. As lessons learned, we deeply understand that semantic technology not
offers shared data schema that unifies different data syntax and semantics but
also offers unambiguous “lingua franca” for cross-domain communication, that
unifies the language and understanding of stakeholders [6]. This greatly helps
the stakeholders to perform tasks of a remote domain (e.g., semantic technology)
that otherwise would be error-prone, time-consuming and cognitively demand-
ing. Meanwhile, it is important to be flexible in adopting combined technology
of relational database and KG, such as a mixture of both or virtual KG, to
exploit the flexibility of KG as well as the computational performance of rela-
tional databases.

Modern automatic manufacturing requires real-time decision-making for
quality optimization tasks. ML methods face new challenges and opportunities to
holistically analyze the massive and unprecedented data integrated across these
chains, In this tailored ecosystem the goal is to speed up the experimentation
capabilities of the onsite teams by providing a set of state-of-the-art semantically
enhanced evaluation approaches, to support decisions that change the manufac-
turing processes towards a sustainable, circular, and climate-neutral industry.

Finally, we are excited to present our Bosch challenges and solutions to
address the scalability bottleneck for semantic data to the ESWC community.
We believe our case of large industrial data is rather typical for large manufac-
turing and service industries and thus will be of interest to a wide audience.

Acknowledgements. The work was partially supported by EU projects: Dome 4.0
(GA 953163), OntoCommons (GA 958371), DataCloud (GA 101016835), Graph Mas-
siviser (GA 101093202) and enRichMyData (GA 101093202), SMARTEDGE (GA
101092908) and the SIRIUS Centre, (NRC, No. 237898).
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Abstract. A shortfall of Large Language Model (LLM) content gen-
eration is hallucination, i.e., including false information in the output.
This is especially risky for enterprise use cases that require reliable, fact-
based, controllable text generation at scale. To mitigate this, we utilize a
technique called Knowledge Injection (KI), where contextual data about
the entities relevant to a text-generation task is mapped from a knowl-
edge graph to text space for inclusion in an LLM prompt. Using the
task of responding to online customer reviews of retail locations as an
example, we have found that KI increases the count of correct assertions
included in generated text. In a qualitative review, fine-tuned bloom-
560m with KI outperformed a non-fine-tuned text-davinci-003 model
from OpenAl, though text-davinci-003 has 300 times more parameters.
Thus, the KI method can increase enterprise users’ confidence leverag-
ing LLMs to replace tedious manual text generation and enable better
performance from smaller, cheaper models.

Keywords: large language model - knowledge graph - prompt
engineering * hallucination - bloom - gpt-3

1 Introduction

One limitation of Large Language Model (LLM) content generation is hallucina-
tion, or false assertions in the generated text [2]. Enterprise use cases require reli-
able, fact-based text generation at scale, making investment into LLM-generated
text risky. To mitigate hallucination, we utilize a technique called Knowledge
Injection (KI) where contextual data about entities relevant to a task is mapped
from a knowledge graph to text space for inclusion in an LLM prompt. In our
use case of responding to online customer reviews of retail locations, KI increases
the rate at which assertions are correct while improving overall text quality.

While LLM parameters encode knowledge [7], they are still susceptible to
hallucination because: (1) not all current data can be present during training of
the model (e.g., updates to business information made post-training) and (2) it
is difficult to encode all knowledge into the models parameters [6].

All work in this paper was supported by and conducted at Yext.
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KI begins with a knowledge graph that includes the entity relevant to the task
and connections to other entities from which context can be derived. KI aims
to generate controllable text with business information from a knowledge graph
that is not general knowledge (e.g., the business’ phone number will not likely
be common knowledge that the LLM knows from base training). Controllable
Text Generation (CTG) is subject to controlled constraints such as sentiment
or, in our use case, alignment with source-of-truth business information [8].

KI prompt (illustrative):

customer service rep from

contactable at (_Phone #

Knowledge Graph

nsww/’ Review 1

/

Generated response (illustrative): responding to a review by

H Author )1 T| for visiti Location 1

ello ! Thank you for visiting @‘ "

i if Address.cit . r :

in beautiful We are glad you Rating

enjoyed your stay and hope to see you again at The content contains:
another (_ Brand ) property. Thank you for the

Craing)  stars! ——]

Phone #

Fig. 1. A templated text prompt with KI is compiled by navigating the entity’s neigh-
borhood and inserting relevant contextual fields. In this example, the KI prompt
requests the model generate a text response to an online customer review based on
the relevant review, location, and brand entities. In contrast, a review-only prompt
would contain only the yellow fields (author, rating, and content). (Color figure online)

Text fields from the knowledge graph are inserted into a templated prompt
to map the graph-based context to text space, forming the input to the LLM.
This is demonstrated in Fig. 1, where an LLM-generated response to an online
customer review is requested. The relevant entity, Review 1, and its neighbors,
e.g., Location 1, in the knowledge graph are mapped to a templated prompt.

2 Problem Setup and Experiments

2.1 Hallucination

We set out to determine if KI reduces hallucination in LLM-generated responses
to online customer reviews. LLMs using bloom-560m [4] were fine-tuned using
reviews and responses written by human customer service agents. Generated
responses from a review-only model fine-tuned with only information from the
review (i.e., author, rating, and content) vs. a KI-prompted model fine-tuned
with added context about the linked entities were evaluated. The models were
fine-tuned on a dataset of ~35K review-response pairs.

Domain experts counted correct and incorrect assertions in each generated
response. Assertions included specification of a location name, contactable at
phone number or web address, owned by brand name, and located at location
address. Incorrect (i.e., hallucinated) assertions contained untrue information
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contradicted by the knowledge graph, like directing customers to call a fictitious
phone number. Factual assertions were those not otherwise marked as incorrect.

2.2 Generated Response Quality

In addition to testing KIs impact on hallucination, we also tested its impact
on overall quality of generated review responses. Subject matter experts graded
generated responses from non-KI prompted OpenAls text-davinci-003 text gen-
eration model, aka GPT-3 [1], and KI prompted bloom-560m on the overall
quality based on a 3-point scale (Table 1).

Table 1. Scoring rubric used in qualitative response quality analysis

Score | Quality | Criteria

1 Bad Unusable generated response with potential
negative business brand reputation impact

2 Good | Usable generated response with potential for
human-intervention to refine using business
brand standards

3 Great | Usable generated response with minimal to
no requirement for human- intervention and
aligns with business brand standards

3 Results and Discussion

3.1 Hallucination

The KI increased the count of correct assertions while decreasing the count
of incorrect assertions (Table2), suggesting it is useful for enterprise tasks like
review response, which are manual and costly when done by humans, but require
factual context about the business to produce trustworthy generated text.

Table 2. Assertions in generated text from review-only vs. KI LLMs (bloom-560m)

Avg. # of assertions per inference | Review-only prompt n = 64 | KI prompt n = 78 | A
Correct 0.61 1.86 +205%
Incorrect 0.23 0.19 —18%

Total 0.84 2.05 +143%
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3.2 Generated Response Quality

The KI model received higher quality scores for generated responses, suggesting
KT is useful for helping models to align with business brand standards (Table 3).
Though text-davinci-003 has ~300 times as many parameters as bloom-560m,
the smaller model fine-tuned with KI outperformed the larger OpenAl model.
Thus, fine-tuning with KI could help businesses save on cost by training and
hosting a smaller model while producing higher quality generated responses [5].
Furthermore, using smaller models could improve inference speed [3].

Table 3. Quality of Generated Responses

Model Params. | Avg. Score
OpenAl text-davinci-003 (n = 94) 175b 1.80
bloom-560m fine-tuned with KI (n = 94)|0.56b |2.14

4 Conclusions and Future Work

Experiments on both hallucination and generated response quality highlighted
how KI can help businesses generate more reliable, fact-based, and higher quality
text from LLMs. In order to take advantage of this, businesses would require a
factual and robust knowledge graph of entities relevant to their business, like
locations, reviews, products, documents, etc.

To help mitigate this limitation, in future experimentation, we intend to con-
tinue researching methods to build out robust knowledge graphs for businesses
through entity and edge extraction leveraging LLMs.
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Abstract. At Thales, we studied the use of Knowledge-Based System (KBS) to
create a crew-assistant, inserted inside the safety-critical cockpit systems. Devel-
oping a KBS as a safety-critical system induced new needs such as a high amount
of verification activities or a bounded reasoning time. This paper aims at presenting
our needs and related new challenges to the scientific community.

Keywords: safety-critical system - ontology - knowledge-based system

1 Introduction

When you get on a plane or charge your smartphone with electricity produced by nuclear
plants, you rely on safety-critical systems (SCS). Development of such high reliable
systems must provide evidences that the system performs well its intended function and
does not have any undesirable behavior that could lead to human injury or environmental
damages. Since a few years the introduction of AI’s technics in SCS is extensively
studied, in particular Machine Learning. Knowledge-Based Systems (KBS) are also
considered for information retrieval or reasoning-based decision-making tasks. Their
ability to add value to existing domain knowledge or to provide a causal explanation
makes them attractive.

At Thales, we considered the application of KBS to create a cockpit-assistant sup-
porting crew decision-making during normal and abnormal situation. As example, it
should detect automatically if aircraft’s landing airport becomes unreachable, explain
the causes to the crew, and suggest diversion airports. This assistant relies on an OWL
DL ontology where the TBox represent domain knowledge and the ABox represents cur-
rent situation. Contextualized assistance or suggestions are built in soft real time using a
combination of standard reasoning tasks: a “query task” extracting implicit information,
a “consistency task” which uses consistency checks to assess if current situation status
is correct, an “explanation task” which provides a comprehensible explanations to the
crew if errors exists inside ABox, followed by “root-cause task” which identifies a way
to correct errors. These tasks are based on the Hermit reasonner’ .

Application in a safety-critical system context unveils new requirements concern-
ing knowledge-based technologies that, to our best knowledge, are open scientific
challenges. In this paper, illustrating by our results, we want to highlight three of them.

I HermiT Reasoner: Home ( https://www.hermit-reasoner.com. ).
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2 Facilitating the Design of a Task-Fit Knowledge Base

Context: Safety-critical systems traditionally follow a certification process that ensure
that enough evidences are collected to demonstrate the trustworthiness of the system.
KBS introduce a novelty: demonstrating that the knowledge base design is task-fitted,
meaning that it contains necessary and sufficient elements to perform the intended
function inside the desired operational domain, and no more.

Our Work: To guide the knowledge base design, we used seminal work of [6] as a
guidance: starting from aeronautics domain ontology SESAR BEST? AIRM, we refined
them to select only the necessary elements for the expected tasks. During design, as
proposed in [3], we performed error checking using OntoDebug® and monitored metric
using OntoMetrics*. Metrics of the original and obtained ontology are given in Table 1.

Remaining Challenge: During ontology design, we noted that selecting pertinent con-
cepts and relations required a high expertise in KB design, making difficult KB assess-
ment. To accelerate the conception of KB, some methods to help traditional software
engineers would be appreciable. One valuable track could be to facilitating the assess-
ment of ontology high-level properties described in [6] using ontology metrics. For
example, if minimizing the depth, can easily be understood as a contributor to ontol-
ogy intelligibility (explanations less complex) or deployability (paths explored quickly),
impact of tangledness or attribute richness is hardly understandable.

Table 1. Ontologies Metrics

Ontology |Classes | Axioms |Richness |Depth | Breadth | Tangledness |Path Nb
BEST 1177 34576 0.167 8 135 0.403 2256
our 97 5989 0.1857 5 14 0.103 127

3 Enhancing Black Box Verification and Validation

Context: To allow deployment of KBS in SCS, in addition to classical verification
and validation (VV) practices, one must verify that the whole KBS (eg. Knowledge
base, reasoner and additional algorithm) performs well its intended function and does
not present any unintended behaviour. A property of determinism (e.g. same output is
obtained for same input), is also required. These verifications can be performed either
by testing (called “black box testing” in [4]) either by formal demonstration.

2 https://www.project-best.eu/.
3 http://isbi.aau.at/ontodebug/.
4 https://ontometrics.informatik.uni-rostock.de/ontologymetrics/.
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Our Work: We explored black box testing methods, designing several test-based cam-
paigns where a test is defined by a manually created ABox or a set of variations around
theses ABox. Especially for “consistency-tasks”, “root-cause-tasks”, and “explana-
tion task” tests, we introduced erroneous axioms leading to ABox inconsistency. In ours
campaigns, we defined an accuracy criteria as for “query task”, the percentage of right
answers provided for any possible query on an A-box element; for “consistency tasks”,
the percentage of detected inconsistency in test cases; for “root-cause tasks” and “ex-
planation task”, the quantity of tests where algorithm provides the right and same root
cause or explanation. As expected, we effectively verified that the KBS provided always
the expected output and has deterministic outputs.

Remaining Challenges: Even if black-box test-based campaigns provide confidence
elements, they do not ensure that the system would perform its intended function what-
ever the ABox e.g. operational conditions. Indeed, as test sets are manually created, we
are not able to prove that every possible ABox was tested. For low criticality task, we
can consider automatic test generation as proposed in [1] but — to our best knowledge —
there is no tools to generate automatically inconsistencies in ontology. Developing new
tools managing inconsistency would be valuable.

For high criticality tasks, a formal demonstration approach, based on the decidability
criteria would be preferable. Developing a tool to demonstrate decidability would be
valuable. Furthermore, as to our best knowledge, not all description logics currently
satisfy these criteria, proving decidability of new logics would be pertinent.

4 An Acceptable and Bounded Execution Time

Context: In typical SCS, outputs must be provided with a guaranteed accuracy and within
an acceptable and bounded execution time. For KBS, this requirement translates into
the ability to finish the reasoning task whatever the A-Box filling, within an acceptable
time and without saturating the selected hardware.

Our Work: During the test-based campaigns detailed above, we launched each test at
least 100 times to measure execution time statistics. We notice a high variability of the
execution time for all tasks except query, sometimes leading to execution timeout with
respect to specifications. Results are illustrated Fig. 1.

Remaining Challenges: The variability and the excess of execution time is currently
not acceptable. It’s well known that OWL DL reasoners have difficulties to scale on
large ontology, over than 1000 axioms ([3, 11]) and our ontology clearly overtakes
this limit. Scaling, accelerating and bounding the execution time of reasoning task
is then a crucial point to enable the deployment of our crew assistant. We note that
several interesting tracks are currently studied by scientific community such creating
an optimized reasoner ([5, 8, 9]), incremental reasoning [2], parallel reasoning [7] or
reasonner composition [10]. They will be explored in additional work.
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Fig. 1. Repartition of measured execution time and required execution time (1000 ms)

5 Conclusion

In Thales, we develop a knowledge-based system (KBS) to address the needs of crew
assistance in complex and critical situations. Even if the technology presents promising
capacities, we are confronted to important challenges before a concrete deployment.
Increasing the amount of confidence elements collectable during V'V is the first one and
concerns both evaluation of the knowledge base itself and the whole KBS. The second
challenge is the reasoning acceleration to reach an acceptable and bounded execution
time for large ontologies. We encourage the semantic web community to seize these
challenges in the next years to enable the deployment of such systems.

Acknowledgements. We thanks V. Charpenay, C. Rey and F. Toumani for their valuable
comments and inspiring discussions.
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1 Introduction

The usage of semantic technologies for purposes like data integration, informa-
tion retrieval, search, and decision-making is steadily on the rise [2,10]. Bosch is
leveraging these technologies to enhance the ability to represent, integrate, and
query various data sources [7]. The main objectives are enabling data under-
standing, interlinking, and analysis [15]. To achieve this, a number of ontologies
for various domains are developed over time, i.e. autonomous driving [5-7,9,14],
manufacturing [3,8,13], smart home and IoT! [1,11,12]. These ontologies result
from research and development activities carried out across several projects,
groups, and departments. Subsequently, various stakeholders with diverse back-
grounds and expertise are utilizing and repurposing the ontologies for their spe-
cific use cases and scenarios. Therefore, it is crucial that these ontologies, which
may be hosted on different platforms, are easily discoverable and explorable
by both humans and intelligent agents. This paper discusses how we at Bosch
tackle the obstacles and barriers of finding and exploring ontologies by provid-
ing a source-agnostic solution. We underscore the ability to access and explore
ontologies using user-friendly interfaces enhances comprehension, particularly
for domain experts, thus facilitates the adoption of semantic technologies.

2 Approach

The objective of our platform is to serve as a centralized point for ontology find-
ing and exploration and facilitate easy discovery, exploration, and reuse. For this

! https://www.boschbuildingsolutions.com/xc/en/news-and-stories/building-
ontologies.
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Fig. 1. Our solution comprises various layers: 1) Shared Repositories - git-based repos-
itories for ontologies; 2) Hosting Platforms - triple-based repositories for ontologies;
and 3) Shared Services - providing different services for management and exploration.

purpose we designed the architecture illustrated in Fig. 1 which is inspired by the
approach presented in [4]. We extended it with the mechanisms to incorporate
any SPARQL-based ontology repository, either hosted internally within Bosch or
externally. Our approach enables users to search for relevant ontologies through
various criteria, including domain, format, and language. Additionally, via ded-
icated views it is possible to check further how ontologies are interconnected to
each other, thus supporting tasks for ontology mapping and alignment.

The architecture comprises three layers with a clear separation of concerns:
1) Shared Repositories - at the bottom layer various version control systems such
as git can be plugged in. These systems are used to manage ontology develop-
ment activities; 2) Hosting Platforms - contains internal and external hosted
triple-stores where the ontologies are maintained or developed. Access to these
stores is achieved through the standard SPARQL interface; and 3) Shared Ser-
vices - offers a number of different functionalities related to the ontology finding,
exploration, and analysis. Further, a separate module enables the administration
of the system, including adding, configuring, or deleting hosting repositories. A
simultaneous access to all sources of ontologies is realized via the distributed
query processing mechanism. It sends queries, including user-provided values, to
the selected sources and clusters the retrieved results into joint sets. These sets
are then shown to the user as unified views, where additional filtering criteria
can be applied. The functionalities are decoupled into two main components:
back-end and front-end, allowing for an independent development and easier
maintenance. To ensure the scalability and resilience of the platform, the follow-
ing characteristics are implemented:
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e Templated queries - enabling standardization and reusability of queries, thus
saving integration time and reducing the risk of errors. They offer various
placeholders for variables that are dynamically filled in at run-time according
to the storage and representation characteristics of ontologies in the respective
hosting repositories. Therefore, regardless of the underlying repository, each
component can consume ontologies via a common interface.

e Configurable hosts - provide flexibility in deployment, and customization of
features to be provided by each individual repository. This enables the plat-
form to scale up by adding new repositories, thus facilitating the reusability
and interoperability of ontologies for different domains.

e Extensible architecture - internally or of-the-shelf developed components can
be easily integrated. This allows for extending its base functionalities with
new features, such as ontology evaluation or evolution. As a result, users are
able to have a more comprehensive view while deciding on the reuse of the
ontologies for their applications.

3 Conclusion

At Bosch, we are utilizing semantic technologies to enhance the representation,
integration, and querying of heterogeneous data sources. To facilitate ontology
exploration, a source-agnostic platform is implemented serving as a centralized
point for finding and exploring ontologies. At the moment, our platform serves
more than 500 ontologies that are built inside Bosch. It also provides access
to public external SPARQL endpoints, which serve more than 700 ontologies.
At any time, new SPARQL endpoints can be added by simply specifying the
connection details and defining a few SPARQL-based templates that resemble
the way how ontologies can be accessed in the given source. On a daily basis,
more than 100 users are accessing our platform to explore ontologies and the
defined concepts.

Our ultimate objective is to simplify the process of ontology development
and adoption by making it more efficient, cooperative, and accessible. A crucial
aspect of this objective is to enable domain experts to have a better comprehen-
sion of ontologies. We support this through our platform by providing various
views, such as visualization, documentation, hierarchical navigation, and con-
nectivity.
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Abstract. Query understanding is a fundamental part of an e-
commerce search engine, and it is crucial for correctly identifying the
buyer intent. To perform a semantic query understanding, in this work
we introduce a relationship-rich product Knowledge Graph (KG), mined
from seller provided data, which captures entities and relationships to
model the whole product inventory, allowing us to identify the buyer
intent more accurately.

Keywords: Knowledge Graphs - e-Commerce + Query Understanding

1 Introduction

The main task of an e-commerce search engine is to semantically match the
user query to the product inventory and retrieve the most relevant items that
match the user’s intent. This task is not trivial as often there can be a mis-
match between the user’s intent and the product inventory, which is the main
cause for customer churn and loss of revenue. To bridge this gap, plethora of
query understanding approaches have been introduced [1]. However, generating
a precise knowledge base with high coverage for semantic query understanding
remains a main challenge. In this work we mine seller provided information, to
generate a high-quality KG covering the whole product inventory. To assure data
quality, all the knowledge in the KG must be confirmed by a number of sellers,
i.e., “wisdom of the sellers”. The KG contains entities and relations describing
millions of products, e.g., brands, colors, materials, sizes etc. To perform seman-
tic query understanding, we perform entity linking using the KG [5]. Through
the identified entities we can explore the graph to draw additional information
about each entity and analyze the relations to other entities in the graph. For
example, given the query “Oyster Bracelet Submariner”, we first identify the
query category in our inventory, and we pull the corresponding KG for that
category, i.e., “Wristwatches”. As shown in Fig. 1, we are able to link each text
mention to the corresponding KG entity, e.g., “Submariner” is linked to an entity
of type “model”. Along with the entities, we can retrieve the number of listings

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
C. Pesquita et al. (Eds.): ESWC 2023, LNCS 13998, pp. 195-199, 2023.
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associated with the given entity. This allows us to capture the buyer intent, i.e.,
the buyer is interested in “luxury” and “classic” watches, and we can identify
similar models that they might be interested in.

In this work, we use the product KG in several query understanding appli-
cations, which significantly improve the buyer experience.

Oyster Bracelet Submariner

[ band_strap/bracelet ] [ model/submariner ]

(52453) (23978)
p/hasBran p/relatedTo \ p/similarTo
( brandirolex | [ type/wristwatch ] [ model/explorer_ii ]
| style/classic | [ model/datejust |

[ style/luxury ] [ model/sea_dweller ]

Fig. 1. KG-based semantic query understanding

2 Approach

We build a directed weighted graph based on co-occurring aspect-value pairs in
listings provided by sellers partitioned by category. Formally, we represent the
product inventory as a set of product listings L = {ly,ls,...,l,}, where each
listing I,, is represented as a set of aspect-value pairs AV,, = {avy,ava, ..., av,},
where a is the aspect name, and v is the aspect value. Each aspect name a is
converted to an rdf:Class, class/A, and the corresponding value v is converted to
an instance of the class class/A. For example the aspect value pair Brand:Apple is
converted to the following triple: kg:brand/Apple rdf:type kg:class/Brand.
Each pair of co-occurring aspect-value pairs within at least one product listing,
av; and av; is converted into 2 triples as follows: kg : a;/v; kg :p/a; kg:a;/v;
and kg : aj/vj kg : p/a; kg : a;/v;, where the predicates are derived from the class
of the object entity. For each pair av; and av;, we calculate the co-occurrence
frequency c;;, as well as the total frequency of each aspect-value pair, ¢; and c;
respectively. Then the predicate e;; between these two pairs is assigned a weight
wi; = ¢;;/¢;. Similarly, we set a weight w;; = ¢;;/c; on the symmetric edge
e;i. Such weights give higher relevance to aspect-value pairs that co-occur more
often together, normalized by their global popularity. This results in a directed
weighted graph, which is generated separately for each category.

For example, for the co-occurring aspect-values Brand:Apple and
Color:Sierra Blue, we will generate the following quadruples:
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kg:brand/apple kg:p/color kg:color/sierra_blue 0.01
kg:color/sierra_blue kg:p/brand kg:brand/apple 0.99

The fourth element is the weight of the triple, and in this case indicates that
the color Sierra Blue is almost fully conditioned on the brand Apple, while the
other direction is not significant.

To assure high-quality data, we filter out noisy entities based on their fre-
quency, consolidate entities appearing under different surface forms, and prune
edges with low weight. The KG generation pipeline, shown in Fig. 2 runs weekly,
using Spark jobs, automated through Apache Airflow. The resulting KG contains
tens of millions of entities, and hundreds of millions of relations.

Normalization Build Graph Post-processing

Graph Metrics
Split Multi Value Aspects

Create Aspect Entity

Noise Filter .
Create Edges for Graph Quality Check

Aspect Entity

Value Deduplication

Compute Edge Freq

_______________@______________

Aspect Deduplication Graph Embeddings

Prepare for Normalization B

Build Aspect Dedup Build Aspect Freq

Dictionary

Build Value Dedup
Dictionary

Calc Aspect Freq

.______________@______________

Create Aspect Entity

Fig. 2. KG Generation Pipeline

To ease the use of such KG in downstream tasks, we use the graph embed-
ding approach using biased walks [4]. We perform biased walks on the weighted
graph to flatten the graph in sequences that can later be embedded by any of
the existing language models. This imparts a locality as well as some global
contextual information to the nodes across the graph. This approach is able to
capture the neighborhood of each entity in a single vector, which then can be
used for similarity calculation or context inference. Such embeddings can then
be ingested in various machine learning models to solve a variety of downstream
tasks, in this case query rewriting.

3 Applications

The knowledge graph is available for exploration and querying within the enter-
prise, as shown in Fig.3. Internal users regularly use this tool to perform
exploratory data analysis, and scope new opportunities.
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Knowledge service URI

https://ks.ebay.com/model/datejust
Lookup
Datejust nups:xs ebay.commodelidateiu
laims(41)
Property Value Weight -

<http://www.w3.0rg/2004/02/skos/core#prefLabel> "Datejust"@en 1

<https://ks.ebay.com/p/brand> <https://ks.ebay.com/brand/rolex> 0.988372
<https://ks.ebay.com/p/movement> <https://ks.ebay.com/movement/at i 0.604651
<https://ks.ebay.com/p/type> <https://ks.ebay.com/type/wristwatches> 0.581395
<https://ks.ebay.com/p/scope_of_delivery> <https://ks.ebay.com/scope_of_delivery/chronext_certificate> 0.581395
<https://ks.ebay.com/p/crystal> <https://ks.ebay.com/cr ire: 0.534883

Fig. 3. KG data exploration tool

We use the product KG in a handful fundamental e-Commerce applications.
Each application has been evaluated offline or online, i.e., A /B tests with millions
of users. The tests showed a statistically significant drop in search abandonment
rate and decrease in low recall search sessions, as well as a significant increase
in purchased products. The applications include:

Semantic Query Expansion: Identify synonyms, hyponyms and subtype relations
for semantic query expansions, for colors, materials, models, brands, etc. [3].

KG-FEnhanced Query Reformulation: Neural generative query rewriting model
using KG embeddings, trained on user search logs. We build a KG-enhanced
token dropping model, which is able to identify and remove least significant
tokens in a query in order to increase relevant recall. Furthermore, we train a
generative model for end-to-end query rewriting, which is able to identify entity
substitutes or increase the query abstraction in order to increase the recall [2].

Multi-faceted Item Recommendation: Recommend diverse items related to the
initial buyer intent, by expanding on different entities. We identify entity sub-
stitutes and allow the user to pivot on different aspects of the query in order to
easier identify the products they are interested in.

Listing Autocomplete and Validation: Infer missing aspect values and remove
inconsistent aspect values to assist sellers when listing new items on the platform.
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Abstract. The automotive industry is constantly facing the challenge
of optimizing their suppliers to meet customer demands while keeping
costs low. Knowledge graphs have proven to be effective tools for mod-
eling complex supply chains, but their use for optimization is limited.
In this paper, we report on our experience at Bosch to use Answer Set
Programming (ASP) to optimize component suppliers in the automotive
industry based on knowledge graphs. Evaluation on industrial products
shows both efficiency and effectiveness of our modeling framework in
generating optimal solutions for supply chain management problems.

1 Introduction

Supplier Optimization. The challenge of supplier optimization in the auto-
motive industry concerns identifying the best suppliers for automotive parts and
components based on various criteria, e.g. quality, reliability, cost, and delivery
time. Usually the production of a single system relies on a large number of sup-
pliers providing various parts and components. Managing relationships with a
large network of suppliers is time-consuming and resource-intensive. Therefore,
supplier optimization is essential to ensure the timely delivery of high-quality
components at a competitive cost.

Supply Chain Knowledge Graph. Following our semantic driven strategy [7],
we rely on semantic technologies for solving the supplier optimization problem.
More specifically, we represent the suppliers and their products (i.e., character-
istics, such as the price, quality, lead time, delivery options, certifications, etc.)
in knowledge graphs (KGs) [5]. The supplier graph is integrated with the KG
representing the bill of materials (BOM), i.e., the components and materials
needed for product manufacturing.

Answer Set Programming for Optimization. To compute the optimal set
of suppliers, we utilize answer set programming (ASP) [3,4,6], i.e., a declarative
programming paradigm which provides a simple modeling language allowing
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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for a succinct representation of search and optimization problems. Problems are
encoded in programs, i.e., finite sets of rules, whose answer sets (which are special
models) computed by dedicated ASP solvers, yield the solutions of a problem.

Supplier Optimization. In our solution, we utilize the flexibility of KGs and
the power of ASP to optimize the suppliers for materials and components of a
given product. This problem is particularly challenging due to the large size of
the input KG, and directly invoking ASP solvers on the full data is not feasible.
Thus, we develop strategies for extracting only relevant facts required for the
optimization. Moreover, to ensure wide usage of our service, we make it accessible
also for users without ASP background.

- KG Query ASP Representation ASP Solver Running .
o
- z“:z;its Liers - ASP grounding facts 7
u suppliers > - asp rules > - asp library —>
- potential suppliers - . 4
o - ASP constraints - ASP parameters
- supplier meta info  hop omiootives .
- carbon footprint = J Optimized
Supplier Graph

Knowledge Graphs

Fig. 1. Architecture overview of the supply chain optimization service.

2 Supplier Optimization

Figure 1 describes the overview of the process for using ASP in optimizing sup-
pliers for different parts of a product in the KG. We proceed with describing the
required data, the details of each component of our pipeline, as well as discuss
the user experience.

Required Input. To model the supplier optimization problem, the following
components are required: (1) input facts, related to the target product. In our
use-case, we are working on multiple knowledge graphs, including supplier
KGs, containing over 4.2M part—plant-supplier relationships, along with infor-
mation about suppliers, such as supplier types (producer or reseller), loca-
tion and carbon footprint; BOM KGs, containing a hierarchical structure of the
parts of a target product and their current suppliers. Usually a product contains
thousands of parts and sub-parts; (2) the objectives of the optimization problem,
e.g., minimizing the number of suppliers for the product and the total carbon
footprint; (3) constraints, depending on customers’ requirements, e.g., “avoiding
reseller”, “restrictions on the number of suppliers per part”, etc.

Optimization Process. The process starts with querying the KGs to extract
the relevant facts including the product, its parts, as well as current and poten-
tial suppliers and defining the optimization objectives, rules and constraints.
Then, the retrieved facts, rules, and objectives are represented in the Answer
Set Programming modeling language [6].
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We pass the constructed ASP encoding to the state-of-the-art ASP solver
clingo [4] to compute possible solutions to the problem, i.e., sets of optimal
suppliers for each product, along with the relevant meta information (e.g., num-
ber of optimal suppliers, their total carbon footprint, etc.).

User Experience. We have implemented our ASP-based optimization approach
as a webservice (i.e. API) that supports asynchronous interaction, allowing the
users to define new optimization problems, specify KGs used in the input, set
optimization objectives as well as product-specific constraints. The customers
are able to interact with the system by adding further simple constraints (e.g.,
exclusion or inclusion of certain potential suppliers) in an iterative fashion if the
computed solution does not meet their expectations. In the output, a KG with
the optimal selection of suppliers is returned to the user. Along with the API, we
also provide a simple web interface to facilitate the interaction with our system
for supplier optimization (see Fig.2 for illustration).

Supply Chain Optimization Demo © 2023 Bosch Center for Artificial Intelligence | Legal Notice | Data Protection @ BOSCH
Product Name sample_product Advanced Options
BOM Graph bill_of_material graph Max Num. Parts Per Supplier 500
Keep Suppliers search suppliers to KEEP kept_supplier(s)... Nurm. Suppliers Per Part )
Remove Suppliers  search suppliers to REMOVE removed_supplier(s)
Include Suppliers (Country Code) © Select
Basic Options Select All
Exclude Suppliers (Country Code) © Select
€02 Optimization Exclude Resellers Retain Current Suppliers Precomputed Potential Suppliers

Update Current KG o

Fig. 2. Web interface for the supply chain optimization service.

Table 1. Sample statistics for the suppliers of a single product and the optimization
results obtained by the service. (* two current suppliers & one new supplier)

Number of product parts 362
Number of current suppliers 171
Number of potential suppliers 3302
Number of optimal suppliers 3!

Total carbon footprint of current suppliers | 44245
Total carbon footprint of optimal suppliers | 50
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Optimization Results. We have evaluated our service for supplier optimiza-
tion on real industrial data. As an example, in Table 1 we present the statistics of
the input dataset and the supplier optimization results for an electronic device.
One can observe that with the help of our supplier optimization service, we have
managed to reduce the number of suppliers from 171 to only 3 suppliers. In Fig. 3
we additionally report the detailed results of the optimization process, i.e., inter-
mediate solutions with the number of suppliers, their total carbon footprint as
well as the time required for their computation. The optimal number of suppliers
with the best carbon footprint has been computed in only 15s, demonstrating
the usability of our service in real industrial settings.

Optimization Process

19

3

8

6 — — —o

. \\—
4 3

2

0

8 10 12 14 15 (seconds)

—e—# suppliers o2 value

Fig. 3. Optimization results on the sample product.

3 Discussion and Future Work

Our solution for supplier optimization paves the way towards wide adoption
of KGs and ASP-based technology for industrial use cases. As future work,
we are going to improve the scalability of the presented service by exploiting
recent extensions of answer set programming solvers with large neighborhood
optimization strategies [1,2]. We also plan to automatically learn complex ASP
constraints from the user feedback in order to iteratively improve the quality of
the resulting solutions.
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1 Introduction

For tackling the current energy crisis and increasing energy demand worldwide, it has
become urgent to rationalize energy use and decrease energy waste. Buildings are respon-
sible for about one third of the global energy consumption in the world [1], and 30% of
this energy is even wasted due to e.g. malfunctions of heating, ventilation and air condi-
tioning systems (HVAC), wrong operation strategies or unaware user behavior. Building
management systems (BMS) can bring support through optimal control and continuous
monitoring of building energy systems, but their design and configuration is a complex
process that requires much expert knowledge and labor cost.

This paper presents a method relying on knowledge graphs to automate this process.
Starting from a semantic description of a building, it characterizes its energy system
to identify applicable monitoring and control tasks. Following a risk paradigm, it then
configures and deploys these tasks as BMS functions selecting for each their required
sensor data. The industrial adoption of the method is foreseen as an expert system add-on
to BMS that would accelerate and scale up their deployments for energy saving.

2 System and Process Ontologies

The expert system is composed of ontologies which conceptualize the domains of
building energy systems and automation. In the field, several metadata schemas have
emerged and are for a part reused in the ontology system. These include ifcOWL that
was released by buildingSMART as an OWL (Web Ontology Language) representa-
tion of IFC (Industry Foundation Classes) [2]. The automation domain was formally
described into SSN/SOSA [3] and CTRLont [4]. The Brick ontology [5] has emerged a
few years ago for representing HVAC systems. The Building Topology Ontology (BOT)
is a lightweight ontology for describing the spatial structure of buildings [6], and the
QUDT ontologies were initiated by the Constellation Program at NASA [7].
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C. Pesquita et al. (Eds.): ESWC 2023, LNCS 13998, pp. 205-209, 2023.
https://doi.org/10.1007/978-3-031-43458-7_39


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43458-7_39&domain=pdf
http://orcid.org/0000-0001-7604-8543
http://orcid.org/0000-0002-6357-826X
https://doi.org/10.1007/978-3-031-43458-7_39

206 H. Pruvost and A. Wilde

As each ontology covers a specific domain with its limitations, we developed further
ontologies [8] that enable a full description of a building in its operation phase (see
Fig. 1). Additional ontologies consist of the Energy System Information Model (ESIM)
that extends Brick with concepts about energy systems at building and urban levels. The
Metric model consists of a set of quantities that complement QUDT and SSN/SOSA
with specific metrics for HVAC engineering. The Risk model provides a catalog of pos-
sible faults that can lead to energy wastes, together with corrective energy conservation
measures. The BAF (Building Automation Functions) model is a catalogue of generic
control functions usually implemented by automation engineers.

Logical Output:
Reasoning Energy risks
‘ Monitoring tasks

- ik

Sense
(instance)

= Features
lnterest
Sense
( sense:”

Control functions

Energy conservation

ifcOwL measures

(BIM/IFC)

* Auvailable data points

CTRLont
(Control)

O External

standards

Internal
development

—»  import

BOT

(Building
Topology
Ontology)

Energy Risk/

Oppor(unmes

«/ ervable

o Properties
/
/

SSN
(Semantic Sensor
Network)

SOSA

(Sensor,Observation,
Sample, and

Actuator)

(Quantities, Units,
Dimensions and
Types)

""" link

Fig. 1. Ontology system

Finally, the Sense ontology represents the central knowledge model that aggregates
all the concepts, and in which logical axioms and rules are encoded for formalizing
expert knowledge. This contrasts with the other ontologies that rather focus on system
description while the Sense ontology aims at emulating the process of BMS setup by
characterizing the system and prescribing BMS functions. These functions consist of
algorithms that can process real-time data of buildings gained from sensors and meters
in order to detect faults or energy waste. If energy is being wasted, different actions can
be taken by a facility manager or a building user. Accordingly, a set of corrective actions
are formalized as energy conservation measures inside the ontology. Figure 2 represents
some fundamental concepts composing the Sense ontology that share causal relation-
ships to support the setup of BMS functions for e.g. fault detection. More specifically,
Table 1 shows some examples of rules written in SWRL (Semantic Web Rule Language).
They are used by a reasoner for identifying potential energy risks in air handling units
and deploy related monitoring functions to check if they occur.
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EnergyRisk

assessedBy

EnergyConservationMeasure

MonitoringFunction

triggers

Fig. 2. Some fundamental concepts and their relationships for configuring fault detection

Table 1. Examples of SWRL rules for energy risk identification.

id Rule definition in human-readable syntax

R1 brick: AHU(?ahu) A brick:Heating_Coil(?hc) A brick:Cooling_Coil(?cc) A
brick:hasPart(?ahu, ?hc) A brick:hasPart(?ahu, ?cc) — risk:hasRisk(?ahu,
risk:SimultaneousAirHeatingAndAirCooling)

R2 brick: AHU(?ahu) A brick:Heating_Coil(?hc) A brick:Supply_Fan(?sf) A
brick:hasPart(?ahu, ?hc) A brick:hasPart(?ahu, ?sf) — risk:hasRisk(?ahu,
risk: AirHeatedButNotVentilated)

R3 risk:hasRisk(?e, ?ri) A risk:assessedBy(?ri, 7mf) A
sense:MonitoringFunction(?mf) — sense:hasFunction(?e, ?mf)

3 Knowledge Extraction for Task Configuration

A prerequisite for an automated configuration process is on the one hand the availability
of building information i.e. metadata to create assertions in the ontology. On the other
hand, real-time sensor data are necessary for BMS functions. While sensor data can be
nowadays extensively supplied in modern or retrofitted buildings, metadata are rather
difficult to gather for easy ontology instantiation which remains a work in progress.
Basically, there exist three possible use cases which consist of getting metadata from
either 1) a sensor database, 2) a graph database, or 3) a building information model (BIM)
gained from CAD design. Then a two-step workflow consisting of metadata processing
followed by data processing can be realized (see Fig. 3).

A first prototype workflow was developed as part of an energy assistant system [9].
In that context, some metadata from a sensor database could be reused in the ontology.
They describe topological objects and locations in the building that relate to specific
sensor data points. During metadata processing which is performed using a reasoner,
the Sense model enables to classify thermal zones and associate them with relevant
monitoring functions. As an example, if a room hosts one or more radiators, it will
be classified as a heating zone and associated with a function that checks potential
overheating using indoor temperature data. During data processing, it can then generate
as output notifications to reduce heating in this zone if overheating really occurs.
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Fig. 3. Workflow for automated building energy system monitoring and control

The second use case was tested using the Brick schema that aims at generalizing the
use of graphs for modeling building energy systems [5]. While a classical sensor database
may only provide few metadata, Brick can describe HVAC systems in sufficient detail.
On that basis, the rules from Table 1 were used to automatically select all entities that
should be analyzed for some fault detection if they are threatened by some energy risk.
Potential risks can be identified in an air handling unit (AHU) according to its built-in
components (e.g. heating coil, cooling coil, fans, humidifier, air filters...). Accordingly,
if an AHU carries a certain energy risk, the metadata processing will select relevant
monitoring functions in order to identify related faults from real operation data.

4 Industrial Application - Barriers and Opportunities

First tests proved that BMS functions can be derived from an ontological description of
an energy system. A necessary pre-condition for the proposed method is the availability
of building information to populate the instance ontologies. Digitalization in building
sector, supported by the Brick paradigm and the BIM method, shall ensure availability
of computer-readable data models to generate graphs in an automated manner. Since
BIM models consist of comprehensive descriptions of buildings at high level of detail,
they can provide larger amount of metadata that can serve an extensive configuration of
BMS systems. This BIM use case is currently under development.
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Abstract. This thesis proposes a hybrid approach that benefits from
Natural Language Processing and Semantic Web technologies for com-
putational metaphor processing. Metaphors are linguistic devices that
enable us to perceive and express a concept in terms of another similar
one. Designing systems that allow their explicit identification and inter-
pretation can highly facilitate communication in sensitive and obscure
contexts such as the medical one. This proposal seeks the identification,
understanding, generation, and manipulation of metaphors while provid-
ing novel datasets and baselines to exploit Languages Models and Linked
Data in the context of figurative knowledge. The developed methodolo-
gies will be validated by their application into a specific communication
tool between cancer patients and healthcare professionals.
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1 Introduction

Metaphors are not only poetic resources to embellish communication, but very
common linguistic devices that enable us to talk about one thing in terms of
another in every kind of communication [19]. Metaphors establish correspon-
dences between a target domain', which is the one implicitly trying to be
expressed, and one or more source domains, which are explicitly represented
on the text. By doing so, some characteristics of the target domain are high-
lighted while others are shadowed. In short, metaphors focus and shape how we
perceive the world [19]. By establishing associations between source and target
domains, metaphors make communications more economical and efficient. They

Supported by the Spanish project PID2020-113903RB-100 (AEI/FEDER, UE), by
DGA/FEDER, and by the EU research and innovation program HORIZON Europe
2021 through the “4D PICTURE” project under grant agreement 101057332.

! Domains in this linguistic field are understood differently than in the Semantic Web
community, in this work we consider domains as the background knowledge needed
to understand a concept, it is to some extent similar to a semantic field.
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can be used to fill in lexical gaps, motivate semantic change, describe personal
experience and ground it into some common knowledge shared between speakers,
or influence decision making by priming the speaker with a different idea [35].

Having such big impact in communication, it is no surprise how common
they are in the medical environment. As studied by Semino et al. [32], patients
used journey and violence metaphors around 1.5 times per 1000 words in their
discourse. Complementary, Casarett [3] pointed our that oncologists use at least
one metaphor in every conversation with advanced cancer patients. Benefits of
metaphor usage in the medical domain are twofold. For patients, they have been
proven as useful communicative devices by aiding them make sense of difficult
and abstract experiences [17] and when used as coping mechanisms [16]. For
clinicians, they can help them explain complex medical terms [28], reinforce
or reorient potentially unhealthy misconceptions [10], help patients gain fore-
sight on their condition [27], aid the initiation of difficult topics [9] or make
patients aware about risks [20]. Yet, as shown by Landau et al., using the wrong
metaphor can backfire [20]; thus, studying what metaphors are beneficial for
individual patients under particular conditions (e.g., illness, treatment phase)
becomes crucial.

While previous research on metaphors in the medical domain has been mainly
conducted using manual effort, it is very time and resource-consuming, and
hardly adaptable to new patients or to changes in the patient’s condition. Thus,
complementing manual effort with Computational Metaphor Processing (CMP)
seems like the logical way to go. The aim of this thesis is to generate a CMP
tool that facilitates the understanding and generation of metaphors in the med-
ical domain. The tool must be transparent, highly interpretable, adaptable to
individual needs, scalable, and dynamic.

The underlying hypothesis behind this thesis is that a mixed approach that
uses both Language Models and Linked Data will provide the needed flexi-
bility, adaptability, interpretability, transparency, and dynamic processing of
metaphors. The development of such hybrid technology will lead to a power-
ful communication tool between clinicians and patients. Moreover, by pursuing
this goal, the thesis will contribute to the technological field by gaining insights
into the abilities of Natural Language Processing (NLP) and current Ontologi-
cal models to encode and represent figurative knowledge, and in the humanistic
domain by providing large structured data which can further be used to under-
stand the cognitive processes that guide metaphoric expression or the socio-
cultural and medical preferences for different metaphors in the medical domain.

2 State of the Art

2.1 Computational Metaphor Processing

Tasks: In previous systematic reviews [14,30] CMP has been split into 4 differ-
ent tasks: a) metaphor identification, which consists in finding the words in a text
being used metaphorically; b) metaphor interpretation, which groups metaphor



Metaphor Processing in the Medical Domain 215

paraphrasing, metaphor best fitting definition selection, and metaphoric impli-
cation selection; ¢) metaphor mapping, consisting in explicitly showing the cor-
respondences between source and target domains, and d) metaphor generation.

Methods: CMP has gained attention in recent years [14], since the seminal work
of Shutova [33]. Shutova described how in 2015 approaches towards metaphor
processing were shifting from hand-coded knowledge to statistical modeling.

Then, after the arousal of transformer architectures [8], a renewed attention
towards metaphors can be seen in the literature, and the usage of Pre-Trained
Language Models (PTLMs) has become the state of the art for metaphor identi-
fication [1] and interpretation [34]. Distributional methodologies (e.g., with the
usage of Language Models) rely on a discourse analysis approach, and while
being promising to identify the metaphorical expressions used in a text or being
able to superficially interpret them by paraphrasing them, they lack the ability
to run a finer graded analysis and conceptualization of metaphors.

A more symbolic approach (e.g., through Linked Data and Knowledge
Graphs) would contribute in structuring the different elements involved in
metaphors and the relations between them. Structured representation of knowl-
edge would provide models which enable inference discovery to uncover individ-
ual preferences for particular metaphors, the patterns used to create metaphors,
and an understanding of how the different lexical entries in the text metaphori-
cally relate to each other. Overall, using Semantic Web technologies would facili-
tate the prediction of the effect, usage, and preference for a particular metaphor.
Efforts towards symbolic representations of metaphor have already been initi-
ated [12,13,15], yet, they are too generic and should be adapted to cover the
medical and individual-centered approach of this thesis.

Hybrid approaches mixing symbolic and distributional models, while promis-
ing, are very scarce and new. Song et al., [34] represent similes (a similar device
to metaphor) as triples and extract them using LMs, but they only encode three
entity types (source domain, target domain, and attribute) which is not enough
to represent a metaphor.

Datasets: Two different kinds of data should be used in this thesis to meet
the hybrid approach necessities. On the one hand, Structured data covering
metaphoric knowledge [12,13,15], and, on the other hand, available datasets to
train and test Language Models with metaphors, a summary of which can be
found in Ge’s et al., survey [14]. Among these, most focus on computational
metaphor identification [2,18,25,31] and leave mostly uncovered other tasks
such as metaphor interpretation, mapping, and generation. Available datasets
for computational metaphor processing are too general, they do not differen-
tiate between different figurative (e.g., between analogies, metaphors, idioms,
or metonymy), they usually cover a small number of examples, and they do
not control socio-cultural or individual differences though being key aspects in
metaphor comprehension, and, finally, and as a core limitation that motivates
one of the goals of this thesis, they do not cover the medical domain.
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Baselines: Among the different tasks in CMP, metaphor identification has
obtained the most attention, thus, most baselines available are for this task [14],
and results are already very promising with baselines around 80% of accuracy.
Yet, this is only for English and little has been done for other languages. More-
over, among the different things which could be controlled for bias in the predic-
tion of metaphoric expressions in the texts (e.g., different underlying metaphors,
domains, or metaphor types), just part of speech is controlled. Regarding the rest
of the tasks, research is not only scarce but also there is a lot of heterogeneity in
the approaches taken. Baselines and evaluation criteria are defined particularly
per paper, making comparability among them very hard.

2.2 Metaphors in the Medical Domain

Studies regarding metaphors in the medical domain have mostly been conducted
by manually harvesting physicians’ and patients’ discourse to identify, classify
and study the implications of using a limited group of metaphors in the medi-
cal domain [10,28,32]. Most studies have focused either on studying the usage
of figurative expressions by non-neurotypical patients to gain insights into cog-
nition or, on analyzing the discourse surrounding oncological processes. In this
latter setting violence and journey metaphors have been the most discussed, leav-
ing the rest unattended. It is relevant to extend this kind of research to other
metaphors and gain a bigger adaptation ability to each patient [10,32], their
sociocultural background [11], treatment phase, and illness [26]. At the moment,
large databases and computational tools to automate this process, to the best
of our knowledge are not available, thus, conveying a key goal of this thesis. The
only communication tool through metaphors currently available is the Metaphor
Menu [32], an inventory of narratives exploring different metaphors that can be
used to talk about cancer. A limitation of such a tool is that it covers only a small
and closed number of metaphors, it is only openly available in English and it
has not been thoroughly researched on how to be adapted to individual patients’
necessities. An additional limitation of the Metaphor Menu is that it only covers
the underlying metaphor in a text but it does not provide an structured inven-
tory of the metaphoric mappings that can be selected to express a particular
metaphor or to reframe an existing one through particular lexical expressions
(e.g., if a nurse wants to express treatment in terms of the journey metaphor,
a tool containing such correspondences, would relate the patient to the trav-
eler, and the treatment to the path). Extension of tools such as the Metaphor
Menu in this direction becomes relevant as researchers such as Landau et al., [20]
have pointed out extending the same metaphor (through different lexical entries)
throughout the text to talk about both the risks and prevention possibilities is
more effective than changing metaphor across discourse.

3 Problem Statement and Contributions

Metaphoric expressions identification in texts, or what it has usually been called
metaphor identification, has been the most research task in CMP. However,



Metaphor Processing in the Medical Domain 217

unless some further effort is conducted afterwords, the identified words, rela-
tions between them, and what they are implicitly trying to express, cannot be
interpreted. Thus, metaphoric expressions identification needs to be comple-
mented by the joint development of resources and research in related tasks such
as metaphor interpretation, generation and mapping. The first contribution from
this thesis is then, shifting towards a more holistic exploration of metaphors. The
proposed pipeline towards fulfilling this kind of approach is represented in Fig. 1
and described bellow.

Metaphoric expressions Underlying metaphor Frame element

identification identification identification and mapping

is a [BURAEY, some people Domain identification

have similar experiences to others

on that journey, but by and large the [journey, twists andtums,

P Jhas "Zan tw‘;sts = dgtums rout, drive, coach, wheels, feancer] Journey

L Y Y horse, uphill stop]

that means no two people go the

exact same Foute. | think it is like Uiy e

trying to drive a coach and horses JOURNEY GANGER e | | e

uphill with no back wheels on the ﬁvhbﬂ\ ey

coach. You do need to 5toj ity Looseof conrol

oceasionally and SRS e Underlying metaphor identification Restthe horses B >

review the situation with your CANCER IS A JOURNEY

husband.

Cancer

Twists andturns.

ILLNESSISA PATH

Fig. 1. Metaphor processing road map

1. Metaphoric expressions identification, traditionally coined metaphor
identification. This task consists of identifying the words used metaphorically
in a text.

2. Underlying metaphor identification, this next task derives from a rather
cognitive approach to metaphor processing in comparison to the main dis-
course analysis approach?. It consists of, given a list of the lexical entries
used metaphorically in the text, identifying the source and target domains of
the metaphor.

3. Frame elements’ identification and mapping consists of given the lex-
ical entries used metaphorically in the discourse, the underlying metaphors
that relate them, and their source and target domains, go a step further and
uncover the semantic roles they play inside that the expressed domain in the
text and the correspondent entities in the target domain.

The described pipeline makes use, on the one hand, of Knowledge Graphs to
represent the metaphors and elements in them (e.g., domains, frame elements,
lexical entries or mappings), and, on the other hand, of LMs for the identification
of new metaphoric expressions in the text, prediction of relations between them,
and further population of the ontology.

2 Cognitive approach to metaphor complements discourse approach and provides cues
to following the patterns of creation and understanding of metaphors as well as
structured and abstracted examples which facilitate ontological representation of
metaphors.
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Right now, the main challenges that need to be addressed to make the exe-
cution of the pipeline possible are:

1. Finding the best way to encode not only metaphors in the ontology, but also
the context and corpus characteristics they appear in. We hypothesize this
could be done by adapting current available ontologies and linking them to
resources as Ontolex-Frac [4] for corpus annotation.

2. Understanding how figurative knowledge is encoded in LMs and how to
exploit them to further populate the metaphor Knowledge Graph.

3. There is a need of datasets that cover metaphors at a finer-graded level. For
instance previous metaphoric expression identification datasets do not differ-
enciate between different kinds of figurative knowledge, this is problematic as
different kinds of figurative language should be represented differently in the
graph. Moreover there is a lack of datasets for metaphor interpretation and
mapping.

4. Benchmarks and Baselines for CMP should also be created to compare the
obtained results.

This pipeline should be conducted separately for discourse produced by dif-
ferent subgroups of people, controlling socio-cultural variables, type of illness or
affliction, and treatment phase factors. Once discourse has been processed, the
outcome should consist of different subgraphs per population type. These graphs
should be compared to try and grasp if any different patterns arise from them.

By pursuing these outcomes, this thesis will contribute to the technological
field by providing further understanding and development of NLP and Onto-
logical models to encode metaphorical knowledge, algorithms, and architectures
mostly based on Language Models that enhance them, databases that can be fur-
ther exploited, and, baselines for the newly created tasks. Moreover, the outcom-
ing structured datasets will provide data that can be used to explore cognitive
and sociocultural patterns behind metaphor processing.

4 Research Methodology and Approach

The first step of this thesis should cover the available ontological model’s
adaptation. A great ontology to start could be Framester [12] and derived
resources from it such as ImageSchemaNet [15]. After its adaptation to our neces-
sities, it should be linked to cognitive resources such as Small World of Words [7],
factual knowledge bases such as Wikidata [37] and lexicographic resources such
as Ontolex-Frac [4] and Ontolex-Core [24] modules.

The next step should cover the dataset creation. This dataset should con-
sist on texts produced on the medical environment, annotated with metadatate
controlling for the patient and clinician particular circumstances. A starting
point, which could also serve to validate the ontological models creating in the
first step, is the transformation of the Metaphor Menu [32] in structured data.
Further data should be collected and parsed from questionnaires and internet
forums, similarly to [32].
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The third step consists of the exploitation of Language Models to per-
form the tasks described in Sect. 3 while further populating the ontology. At this
point technical questions such as the following ones will be addressed, pushing
the SotA in CMP forward: What figurative knowledge is encoded in Language
Models? How? What kind of knowledge injection boosts Language Models per-
formance in each of the CMP tasks described in Sect. 3.

Our first approach covers only Pre-Trained Language Models, as they provide
higher control and interpretability of the outputs. Working with Large Language
Models and comparing them to our contributions, is currently out of the scope
of this thesis and would remain as future work, that could be pursued after the
delivery of the thesis.

Finally, the applicability of our outcomes and their effect in the medical
domain will be validated in a real-world scenario by interviews in collaboration
with the Horizon Europe 4DPicture project.

5 Evaluation Plan

The proposed ontological model for representing metaphors should follow the
best practices described in the Linguistic Linked Data community [5].

Metaphoric expressions identification will be tested on general domain
metaphor identification datasets and benchmarks as the ones described in [14].

Identification of the wunderlying metaphors behind texts and
metaphor mapping can be evaluated by using as gold dataset the data
extracted from ontological resources such as Framester [12], or datasets with
metaphoric analogies encoding their domains such as the one from Czinczoll et
al., [6]. Superficially it can be compared to similar works such as the one con-
ducted by Song et al., [34]; yet, the work with analogies rather than metaphors.
Given the lack of resources to compare the latter-named tasks with other works,
we would consider at this point the creation of a benchmark for CMP.

The resulting communication tool will be validated in a real-world scenario
by interviews with healthcare professionals, linguists, and patients. This will be
possible through collaboration with the Horizon Europe 4DPicture project.

6 Preliminary Results

Our first experiments dealt with the metaphor identification task. In a first
attempt to uncover how much linguistic knowledge is encoded in the avail-
able pre-trained language models to classify words between figurative and literal
expressions. Even when following a very simple approach we obtained promising
and competitive results when compared with the SotA approaches which support
the model with external linguistic features and theories [1,21,38,39].

Our approach is in line with research such as [29,36] that goes towards the
idea that PTLMs already encode a large amount of linguistic knowledge, and
thus can be directly exploited, or with minimal fine-tuning to perform a wide
range of language-related tasks.
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For this first approach, we use minimal prompting to fine-tune and exploit
RoBERTa [23] model. This prompting procedure derives from the idea that
PTLMs have been trained with a masked language model objective where given
a correctly verbalize sentence they need to predict a masked word in it. Thus,
providing the model with the instructions in a well-verbalized way, more similar
to how the model was trained, is supposed to boost the model’s performance,
this has been coined as prompting [22]. In our first experiments, we fine-tune a
PTLM with a sequence classification layer on the top. We train the model with
the input prompt “[SEP] sentence with target word [SEP] target word”
and the regarding label, 1, if the target word is a metaphor in the sentence,
otherwise 0. The following Table 1 summarizes the obtained results, which even
with such a simple methodology are results are not far behind the current SotA.
In the future and by taking advantage of the metaphor modeling as structured
data, we aim to inject the PTLMSs with additional lexical features from BabelNet
or Ontolex following the minimal prompting technique.

Table 1. F1 Score report for metaphor identification datasets

Babieno, 22 | Lin, 21 | Yang, 21 | Wan, 21 | Ours
VUA-20 | 72.5 - - - 68.9
VUA-V | 68.8 75.6 80.7 75.0 71.1
MOH-X | 80.8 84.7 |- - 76.9
TroFi 61.7 74.5 - 89.3 73.1

Further analysis should make use of visualization techniques to check how
the model is learning through different layers and epochs.

7 Conclusions

Explicit metaphor representation should aid communication in sensitive con-
texts such as the medical one. While previous tools such as the Metaphor Menu
required huge manual efforts to produce them, they are still very case oriented,
small, not flexible and with limitations. This thesis proposes a mixed exploita-
tion of Natural Language Processing and Semantic Web technologies to further
enrich them, while providing new extense databases and guidelines that will
boost figurative knowledge computational processing.

Acknowledgements. I would like to thank my supervisors Dr.Jorge Gracia del Rio
and Dr.Jorge Bernad Lusilla for their support and feedback, and Javier Fernandez for
his valuable insight and questions.



Metaphor Processing in the Medical Domain 221

References

10.

11.

12.

13.

14.

15.

16.

17.

Babieno, M., Takeshita, M., Radisavljevic, D., Rzepka, R., Araki, K.: Miss
RoBERTa wilde: metaphor identification using masked language model with wik-
tionary lexical definitions. Applied Sciences 12(4), 2081 (2022)

Birke, J., Sarkar, A.: A clustering approach for nearly unsupervised recognition of
nonliteral language. In: Conference of the European Chapter of the Association for
Computational Linguistics (2006)

Casarett, D., et al.: Can metaphors and analogies improve communication with
seriously ill patients? J. Palliat. Med. 13(3), 255-260 (2010)

Chiarcos, C., et al.: Modelling frequency and attestations for ontolex-lemon. In:
Proceedings of the 2020 Globalex Workshop on Linked Lexicography, pp. 1-9
(2020)

Cimiano, P., Chiarcos, C., McCrae, J.P., Gracia, J.: Linguistic linked open data
cloud. In: Cimiano, P., Chiarcos, C., McCrae, J.P., Gracia, J. (eds.) Linguistic
Linked Data, pp. 29-41. Springer, Cham (2020). https://doi.org/10.1007/978-3-
030-30225-2_3

Czinczoll, T., Yannakoudakis, H., Mishra, P., Shutova, E.: Scientific and creative
analogies in pretrained language models. arXiv preprint arXiv:2211.15268 (2022)
De Deyne, S., Navarro, D.J., Perfors, A., Brysbaert, M., Storms, G.: The “small
world of words” English word association norms for over 12,000 cue words. Behav.
Res. Methods 51, 987-1006 (2019)

Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: BERT: pre-training of deep
bidirectional transformers for language understanding. In: Proceedings of the 2019
NACL. ACL, Minneapolis (2019)

Fadul, N., et al.: Supportive versus palliative care: what’s in a name? Cancer 115,
2013-2021 (2009)

Fatehi, A., Table, B., Peck, S., Mackert, M., Ring, D.: Medical metaphors: increas-
ing clarity but at what cost? Arch. Bone Joint Surg. 10(8), 721-728 (2022)
Fernandez, J.R., Richmond, J., Nédpoles, A.M., Kruglanski, A.W., Forde, A.T.:
Everyday discrimination and cancer metaphor preferences: the mediating effects
of needs for personal significance and cognitive closure. SSM - Popul. Health 17,
100991 (2021)

Gangemi, A., Alam, M., Asprino, L., Presutti, V., Recupero, D.R.: Framester: a
wide coverage linguistic linked data hub. In: Blomqvist, E., Ciancarini, P., Poggi,
F., Vitali, F. (eds.) EKAW 2016. LNCS (LNAI), vol. 10024, pp. 239-254. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-49004-5_16

Gangemi, A., Alam, M., Presutti, V.: Linked metaphors. In: International Work-
shop on the Semantic Web (2018)

Ge, M., Mao, R., Cambria, E.: A survey on computational metaphor processing
techniques: from identification, interpretation, generation to application (2022)
Giorgis, S.D., Gangemi, A., Gromann, D.: ImageSchemaNet: a framester graph for
embodied commonsense knowledge. Semant. Web (2022)

Gustafsson, A.W., Hommerberg, C., Sandgren, A.: Coping by metaphors: the ver-
satile function of metaphors in blogs about living with advanced cancer. Med.
Humanit. 46, 267-277 (2019)

Harrington, K.J.: The use of metaphor in discourse about cancer: a review of the
literature. Clin. J. Oncol. Nurs. 16(4), 408-12 (2012)


https://doi.org/10.1007/978-3-030-30225-2_3
https://doi.org/10.1007/978-3-030-30225-2_3
http://arxiv.org/abs/2211.15268
https://doi.org/10.1007/978-3-319-49004-5_16

222

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

L. Pitarch

Krennmayr, T., Steen, G.: VU Amsterdam metaphor corpus. In: Ide, N., Puste-
jovsky, J. (eds.) Handbook of Linguistic Annotation, pp. 1053-1071. Springer, Dor-
drecht (2017). https://doi.org/10.1007/978-94-024-0881-2_39

Lakoff, G., Johnson, M.: Metaphors We Live By. The University of Chicago Press
(1980)

Landau, M.J., Cameron, L.D., Arndt, J., Hamilton, W., Swanson, T.J., Bultmann,
M.N.: Beneath the surface: abstract construal mindset increases receptivity to
metaphors in health communications. Soc. Cogn. 37(3), 314-340 (2019)

Lin, Z., Ma, Q., Yan, J., Chen, J.: Cate: A contrastive pre-trained model for
metaphor detection with semi-supervised learning. In: Proceedings of the 2021
EMNLP, pp. 3888-3898 (2021)

Liu, P., Yuan, W., Fu, J., Jiang, Z., Hayashi, H., Neubig, G.: Pre-train, prompt, and
predict: a systematic survey of prompting methods in natural language processing.
ACM Comput. Surv. 55, 1-35 (2023)

Liu, Y., et al.: RoBERTa: a robustly optimized bert pretraining approach. arXiv
preprint arXiv:1907.11692 (2019)

McCrae, J.P., Bosque-Gil, J., Gracia, J., Buitelaar, P., Cimiano, P.: The Ontolex-
Lemon model: development and applications. In: Proceedings of eLex 2017 Con-
ference, pp. 19-21 (2017)

Mohammad, S.M., Shutova, E., Turney, P.D.: Metaphor as a medium for emotion:
an empirical study. In: International Workshop on Semantic Evaluation (2016)
Munday, I., Newton-John, T.R.O., Kneebone, I.1.: Clinician experience of metaphor
in chronic pain communication. Scand. J. Pain 23, 88-96 (2022)

Penson, R.T., Schapira, L., Daniels, K.J., Chabner, B.A., Lynch, T.J.: Cancer as
metaphor. Oncologist 9(6), 708-16 (2004)

Pinheiro, A.P.M., Pocock, R.H., Dixon, M.D., Shaib, W.L., Ramalingam, S.S.,
Pentz, R.D.: Using metaphors to explain molecular testing to cancer patients.
Oncologist 22(4), 445-449 (2017)

Pitarch, L., Dranca, L., Bernad, J., Gracia, J.: Lexico-semantic relation classi-
fication with multilingual finetuning. In: LLOD Approaches for Language Data
Research and Management, pp. 86-88 (2022)

Rai, S., Chakraverty, S.: A survey on computational metaphor processing. ACM
Comput. Surv. (CSUR) 53(2), 1-37 (2020)

Sanchez-Bayona, E., Agerri, R.: Leveraging a new Spanish corpus for multilingual
and crosslingual metaphor detection. arXiv preprint arXiv:2210.10358 (2022)
Semino, E., Demjén, Z., Hardie, A., Payne, S., Rayson, P.: Metaphor, Cancer and
the End of Life: A Corpus-Based Study. Routledge (2017)

Shutova, E.: Design and evaluation of metaphor processing systems. Comput. Lin-
guist. 41(4), 579-623 (2015)

Song, W., Guo, J., Fu, R., Liu, T., Liu, L.: A knowledge graph embedding approach
for metaphor processing. IEEE/ACM Trans. Audio Speech Lang. Process. 29, 406—
420 (2021)

Thibodeau, P.H., Matlock, T., Flusberg, S.J.: The role of metaphor in communi-
cation and thought. Lang. Linguist. Compass 13(5), e12327 (2019)

Ushio, A., Camacho-Collados, J., Schockaert, S.: Distilling relation embeddings
from pretrained language models, pp. 9044-9062. Association for Computational
Linguistics (2021)

Vrandeié, D., Krotzsch, M.: WikiData: a free collaborative knowledgebase. Com-
mun. ACM 57, 78-85 (2014)


https://doi.org/10.1007/978-94-024-0881-2_39
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/2210.10358

38.

39.

Metaphor Processing in the Medical Domain 223

Wan, H., Lin, J., Du, J., Shen, D., Zhang, M.: Enhancing metaphor detection
by gloss-based interpretations. In: Findings of the Association for Computational
Linguistics: ACL-IJCNLP 2021, pp. 1971-1981 (2021)

Yang, L., Zeng, J., Li, S., Shen, Z., Sun, Y., Lin, H.: Metaphor recognition and
analysis via data augmentation. In: Wang, L., Feng, Y., Hong, Yu., He, R. (eds.)
NLPCC 2021, Part I. LNCS (LNAI), vol. 13028, pp. 746-757. Springer, Cham
(2021). https://doi.org/10.1007/978-3-030-88480-2_60


https://doi.org/10.1007/978-3-030-88480-2_60

l‘)

Check for
updates

Knowledge-Based Multimodal Music
Similarity

Andrea Poltronieri(®®
Department of Computer Science and Engineering, University of Bologna,
Bologna, Italy
andrea.poltronieri2@unibo.it

Abstract. Music similarity is an essential aspect of music retrieval, rec-
ommendation systems, and music analysis. Moreover, similarity is of vital
interest for music experts, as it allows studying analogies and influences
among composers and historical periods.

Current approaches to musical similarity rely mainly on symbolic con-
tent, which can be expensive to produce and is not always readily avail-
able. Conversely, approaches using audio signals typically fail to provide
any insight about the reasons behind the observed similarity.

This research addresses the limitations of current approaches by focus-
ing on the study of musical similarity using both symbolic and audio
content. The aim of this research is to develop a fully explainable and
interpretable system that can provide end-users with more control and
understanding of music similarity and classification systems.

Keywords: Music Similarity - Computational Musicology -
Knowledge Graphs

1 Introduction

Music similarity is a central area of research in the field of Music Information
Retrieval (MIR) [11] as it enables various applications, such as music recom-
mendation, playlist generation, music search, and classification. The ability to
measure the similarity between music tracks is essential for providing person-
alised and relevant recommendations to users based on their listening history
and preferences [26]. Music similarity also facilitates the discovery of new music
that matches the user’s taste [28]. Additionally, music similarity can be used for
content-based music classification, such as genre classification [10]. It is also use-
ful in musicological research, as it allows for the exploration of musical patterns
and structures across different styles and genres [36].

1.1 Problem Statement

The study of musical similarity is approached from various perspectives, which
can be summarised in content-based systems and context-based systems [20]. The
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former approach extracts information directly from the musical content (whether
symbolic or audio), while the latter obtains information from non-musical data,
such as metadata or information related to the song’s popularity or listener
characteristics. Content-based approaches allow a quantitative measurement of
similarity based on factual music data, and make it possible to investigate simi-
larities independently of the availability and accuracy of metadata [19].

However, studying content-based similarity poses several challenges, given
the multidisciplinary nature of the research, which encompasses music theory,
ethnomusicology, cognitive science, and computer science [36].

In content-based music similarity, a further distinction must be made con-
cerning the representation of music. Two types of representations have been
identified: signal representations that are recordings of sound sources, and sym-
bolic representations that represent discrete musical events [37]. Symbolic repre-
sentations are context-aware and offer a structured representation from which is
easy to extract information from. On the other hand, signal representations are
content-unaware and not structured, which makes extracting information from
them a challenging task [38]. Signal representations are by far more studied
than symbolic representations, since they are more interesting from a commer-
cial point of view (e.g. for streaming services) and the data availability is higher.

Depending on the type of musical representation, several features can be used
for similarity analysis: descriptive metadata, low-level features, and high-level
features [39]. Descriptive metadata is text-based information about the song,
while low-level features are extracted from the audio signal (e.g., beat, tempo)
and are efficient but difficult to interpret. High-level features, on the other hand,
are content descriptors that reflect the knowledge of experienced or professional
listeners, making them the most intuitive approach for music classification tasks.

Most of the available music similarity systems, especially those based on
audio signals [36], rely on low-level features. Annotating high-level content
descriptors is also expensive and requires the expertise of musicians and musi-
cologists [35]. As a result, most available systems cannot explicitly recognise
similarity motives, and their lack of interpretability and transparency can lead
to biased recommendations.

This results in a measure of similarity that is neither interpretable nor trans-
parent, which may result in biased results [21].

1.2 Expected Contribution

This research proposes a fully explainable and interpretable system that provides
information on musical similarity based on both symbolic and audio content,
with a focus on factual musical data such as melodic and harmonic patterns.

RQ1 What is an effective method to create high-quality datasets that incorporate
multimodal data that links symbolic annotations (both melodic and harmonic)
and audio?

To achieve this, the symbolic content needs to be studied first to assess
similarity in a transparent and explainable way.
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RQ2 How can similarity measures be derived from this knowledge graph in order
for it to be objectively measured and quantified?

Next, an alignment of the symbolic content with the audio signal using mul-
timodal datasets must be performed. Finally, a deep learning system is trained
to analyse the audio signal informed by the symbolic content. By doing so, it is
possible to provide end-users with more control and understanding of the music
similarity and classification systems they use, regardless of the representation
under analysis.

RQ3 How can score-informed audio analysis be used to identify similarities and
patterns in audio data, and what are the benefits of this approach for the study
of music similarity?

The current study focuses on the application of Semantic Web technologies,
particularly in the representation and alignment of multimodal data. One of the
key challenges is how to effectively encode knowledge graphs (KGs) to enable
their use as input and mapping onto various mathematical models, such as time-
series and embedding.

2 Related Works

2.1 Symbolic Music Similarity

The study of similarity on symbolic content has been studied in depth in recent
years. Various approaches have been proposed, ranging from harmonic similarity
to melodic and rhythmic similarity.

Melodic similarity is the most extensively researched category. Algorithms
that handle melodic similarity in symbolic form are typically rule-based and aim
to define various types of context-dependent similarity functions, which rely on
music theory [30]. However, these algorithms lack a shared definition of similarity
and primarily focus on studying similarity in monophonic sequences [36].

On the other hand, algorithms for harmonic similarity has not received much
attention in recent years. To the best of my knowledge, current state-of-the-art
methods for this task are the Tonal Pitch Step Distance (TPSD) [15] and the
Chord Sequence Alignment System (CSAS) [16]. These studies consider tracks
similar only if their harmonic profiles are globally aligned, providing no infor-
mation on local similarity.

Studies using a combination of harmonic and melodic content to calculate
similarity are limited to a few contributions [14].

2.2  Audio Music Similarity

Music similarity in the audio signal domain has been studied for a wide range
of applications, ranging from cover song identification [32] to recommendation
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systems [12]. These algorithms are based on the extraction of low-level fea-
tures directly from the signal, such as spectrograms, MFCCs and Chorma Fea-
tures [13].

One of the main limitations of these approaches is their reliance on deep
learning approaches. These methods are based on end-to-end algorithms that
do not provide valuable information regarding fundamental aspects of similarity,
such as the explanation for why two or more tracks are similar, and the highlight
of parts in common between different tracks.

2.3 Multimodal Music Similarity

Multimodality refers to the integration of multiple representation modes, such
as visual, auditory, and textual.

In the realm of music, multimodality has become an increasingly popular field
of research in recent years and has proven to provide better results in different
tasks, if compared to approaches that consider a single modality [3,33].

One of the primary areas of research in multimodal MIR is the integration
of audio and textual data. Moreover, multimodality has been explored also for
other tasks, such as audio-to-score alignment [29] and classification [22].

However, less emphasis has been placed on algorithms that combine audio
and symbolic annotations, particularly in the field of classification and similarity.
Some methods, like [2] and [34], aim to identify audio tracks through symbolic
queries, but they rely on converting either audio into symbolic or symbolic into
audio, respectively. In contrast, [24] proposes a score-informed analysis of audio.
Although this approach represents a promising development, it has to be consid-
ered a preliminary study, with a small sample size of only 20 violin-only tracks.

3 Research Metodology

The primary objective of this research is to develop algorithms that can accu-
rately measure musical similarity based on both audio and symbolic content.
The proposed approach will consider factual musical data and provide an inter-
pretable model for computing music similarity between music pieces.

Dataset Creation. To achieve this goal, the first step is to create a multimodal
dataset, which includes various types of data for each song in the dataset (c.f.
RQ1). Specifically, the dataset must consist of four key elements for each track:
(i) an audio track, (ii) melodic annotations, (iii) harmonic annotations, and (iv)
track metadata.

The dataset will be encoded as a RDF/OWL Knowledge Graph (KG) [7],
which will define semantic relationships between the various multimodal ele-
ments. The KG will also contain alignment data between different types of anno-
tations, such as audio, melodic and harmonic data.
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Similarity Computation. Similarity measures based on symbolic data will
then be defined (c.f. RQ2), focusing on both melodic and harmonic elements.
To achieve this, it is first necessary to define the concept of music similarity both
musicologically and perceptually. First, repositories and datasets of known pat-
terns will serve as a basis for the definition of similarity functions. Then, various
types of matches, such as exact and fuzzy matches, will be considered between
symbolic annotations at different levels, such as phrases, form, cadences, and
melodies. This approach enables the investigation of musical similarity from a
purely musical perspective, which would allow to the resulting similarity func-
tions to be both explainable and transparent.

The research will also enable the definition of local similarities, allowing for
the analysis of influences between different songs, as well as the detection of
plagiarism in specific song sections. Moreover, the similarity analysis will be
conducted by jointly analysing the harmonic and melodic data to provide more
realistic and musicologically grounded similarity information.

Multimodal Analysis. In the final step, the similarities extracted from the
symbolic data will be used to study similarity on the audio signal. This will
involve training deep learning architectures on the aligned audio and symbolic
data through the application of data fusion techniques (c.f. RQS8). Great care
will be given in selecting an architecture that is both explainable and allows
for analogies to be drawn between the various components of the multimodal
analysis, such as deep learning architectures and neuro-symbolic reasoning.

An architecture that will be explored is transformers [9], which in this context
can be employed for the unsupervised matching between symbolic annotations
and audio features. Hence, the produced unsupervised model will be fine-tuned
using the similarity measures extracted from the symbolic annotations.

3.1 Evaluation

The validation of the results obtained will focus on two main elements: (i) sim-
ilarity measures based on symbolic content; and (ii) similarity based on audio
signals.

Firstly, the similarity measures calculated on symbolic content will be eval-
uated to determine if the output of the defined similarity functions produces
a musicologically or perceptually relevant output. Moreover, known pattern
datasets [1,27] will be used to evaluate the output of the similarity measures.
Secondly, crowdsourced surveys will be conducted to gather more data on the
perceptual relevance of the extracted similarities.

Regarding the similarities calculated on audio signals, global results will be
evaluated on typical music information retrieval tasks, such as cover song detec-
tion. For local similarities, the audio extracted similarities will be evaluated using
the symbolic-aligned data.

Similarly, we will assess the transparency and explainability of the model.
While the explainability of the symbolic similarity models is inherent in their
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design, the explainability of the model on audio signal will be evaluated by
comparing the results to the aligned symbolic annotations.

4 Current Results

As initial contributions to the development of this research project, work was
conducted on several fronts, including the creation of a dataset, the study of har-
monic similarity, the embedding of harmonic annotations, and the construction
of ontologies for modeling musical content.

4.1 Dataset Creation

As the first contribution of my research, I focused on the creation of a dataset of
harmonic annotations (c.f. RQ1): ChoCo, the largest available Chord Corpus [4].
Choco is a large-scale dataset that semantically integrates harmonic data from
18 different sources in various representations and formats (Harte, Leadsheet,
Roman numerals, ABC). The corpus leverage JAMS (JSON Annotated Music
Specification) [18], a popular data structure for annotations in Music Information
Retrieval, to effectively represent a variety of chord-related information (chord,
key, mode, etc.) in a uniform way. ChoCo also consists of a converter module
that takes care of standardising chord annotations into a single format, the
Harte Notation [17]. On top of it, a novel ontology modelling music annotations
and involved entities (artists, scores, etc.) has been proposed, and a 30M triple
knowledge graph! has been built.

The proposed workflow is highly scalable and enables the seamless integration
of additional data types, including melodic and structural annotations. More-
over, the Knowledge Graph utilised in ChoCo facilitates the alignment of its
annotations with various metadata available on the web, such as MusicBrainz?
and Discogs?.

As a result, these resources provide an accurate and distinct reference point
for each track, which will allow the identification of the audio recording which
refers to the annotations contained in the dataset.

4.2 Studies on Harmonic Similarity

In accordance with the second research question (RQ2), a preliminary investi-
gation into the similarity measures has been conducted.

Based on the limitations found in the state-of-the-art study of harmonic sim-
ilarity, I worked on LHARP, a Local Harmonic Agreement of Recurrent Patterns.
LHARP is a measure of harmonic similarity formulated for emphasising shared
repeated patterns among two arbitrary symbolic sequences, thereby providing

! ChoCo SPARQL Endpoint: https://polifonia.disi.unibo.it/choco/sparql.
2 MusicBrainz: https://musicbrainz.org/.
3 Discogs: https://www.discogs.com/.
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Fig. 1. Workflow used for the production of the Harmonic Memory (Harmory).

a general framework for the analysis of symbolic streams based on their local
structures.

To evaluate the efficacy of LHARP as a method for harmonic similarity, two
separate experiments were carried out — each pertaining to a case study that the
function can potentially accommodate. First, a graph analysis was performed
to encode harmonic dependencies (edges) between music pieces (nodes) based
on their similarity values. Second, to conform with the literature, a cover song
detection experiment was conducted.

As an evolution of LHARP, I worked on the Harmonic Memory (Harmory)
[5]. Harmory is a Knowledge Graph (KG) of harmonic patterns extracted from
a large and heterogeneous musical corpus. By leveraging a cognitive model of
tonal harmony, chord progressions are segmented into meaningful structures, and
patterns emerge from their comparison via harmonic similarity. Akin to a music
memory, the KG holds temporal connections between consecutive patterns, as
well as salient similarity relationships (c.f. Fig. 1).

During the creation of Harmory, I focused on the developement of both har-
monic segmentation and harmonic similarity state-of-the-art algorithm.

Digital Signal Processing (DSP) algorithms were used to perform harmonic
segmentation on symbolic content. Tonal Pitch Space (TPS) [23] was used to
encode the harmonic sequences and generate a Self-Similarity Matrix (SSM)
[6], from which a novelty curve was extracted to identify the harmonic segment
boundaries [29].

Additionally, a new algorithm for computing harmonic similarity using
Dynamic Time Warping (DTW) [31] on TPS-encoded sequences was proposed,
which is more efficient than the previous state-of-the-art approach [15].

4.3 Music Chord Embeddings

Another aspect of my work involved the definition of embeddings to enable the
expressive encoding of harmonic annotations. To achieve this goal, I developed
pitchclass2vec, a novel type of embedding that effectively preserves the harmonic
characteristics of a chord.

The efficacy of this embedding was evaluated in a Music Structure Analysis
task, where it outperformed other approaches, including those based on chord
encoding [25] or textual encoding [8].
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4.4 Semantic Integration of Musical Data

For the development of the aforementioned works, ontologies were created to
model various types of data related to the music domain. These works respond
to RQ1, and aim to provide new methods for the representation of musical
knowledge. These ontologies include the JAMS Ontology, which models musical
notations (such as chords, patterns, and musical structures), the Roman Chord
Ontology, which models chords expressed in Roman numeral notation, and the
Music Note Ontology, which models musical notes and their realisation (i.e.,
the note played in a performance). These ontologies are part of an ontological
framework named Polifonia Ontology Network (PON).

5 Conclusion and Next Steps

This paper presents a research project that employs a symbolic-informed archi-
tecture to study music similarities on audio signals. This allows an explainable
and interpretable musically-grounded analysis of similarities in music which can
be performed both on symbolic annotations and audio signal.

The use of Knowledge Graphs (KG) and Semantic Web tools is crucial to this
research as they provide a foundation for data alignment and interoperability
across various data types.

Moving forward, the research will focus on expanding the dataset (as
described in Sect.4.1) by incorporating new data types, such as melodic data
and audio signals, into the knowledge graph. This will facilitate exploration of
novel similarity functions that enable the study of symbolic data, integrating
diverse musical elements such as melody, harmony, and structure.

Subsequently, the research will aim to align the produced data with audio
signals, with the objective of training a model informed by symbolic data that
is capable of analysing similarity on audio signals.

Finally, a crucial objective of this study is to extend the ontological mod-
els developed to enable multimodal analysis of other data types and in other
domains.
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Abstract. This thesis explores the topic of Knowledge Graph Ques-
tion Answering with a special emphasis on semantic parsing approaches,
incorporating pre-trained text-to-text language models. We use the text
generation ability of these models to convert natural language questions
to logical forms. We test whether correct logical forms are being gen-
erated, and if not, how to mitigate the failure cases. As a second step,
we try to make the same models generate additional information to aid
the process of grounding of the logical forms to entities, relations and
literals in the Knowledge Graph. In experiments conducted so far, we
see encouraging results on both generation of base logical forms, and
grounding them to the KG elements. At the same time, we discover
failure cases prompting directions in future work (The author considers
himself a ‘middle-stage’ Ph.D. candidate).

1 Introduction

A Knowledge Graph (KG) [21,32] is an information store where data is stored
in the form of node-edge-node triples. Nodes represent entities and edges repre-
sent relationships between these entities. The aim of Knowledge Graph Question
Answering (KGQA) [18] is to produce answers from this KG given an input ques-
tion in natural language, e.g., Where did Einstein receive his bachelor
degree?. Usually, the first steps in KGQA are to perform Entity and Rela-
tion Linking (EL, RL) where mention spans, e.g., Einstein representing the
name of a person, place, etc., are linked to a KG node and the relationship of
the entity to the potential answer in the KG is extracted, e.g., educated at.
Some KGQA systems [9,33] attempt to fetch the answer based on the results
of the two steps above, which typically ends up being another entity (node)
in the graph. However, for more complex questions, such as count queries
or min/max aggregate queries (e.g.: How many institutions did Einstein
study in?) the answer does not lie in a node or edge in the graph, but instead, a
formal query or logical form must be generated. The task of generating a formal
query is also known as semantic parsing, also the focus of this proposal.
Semantic parsing in KGQA is challenging mainly due to two factors: schema-
level complexity and fact-level complexity. The schema of a modern KG is
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https://doi.org/10.1007/978-3-031-43458-7_42


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43458-7_42&domain=pdf
http://orcid.org/0000-0001-7626-8888
https://doi.org/10.1007/978-3-031-43458-7_42

Semantic Parsing for Knowledge Graph Question Answering 235

diverse. For example, Freebase [6] has over 8K schema items in total (6K rela-
tions and 2K types), while a relational database usually comprises dozens of
schema items only (i.e., table names and column headers). Hence, learning an
alignment between natural language and the schema is much more challenging
in KGQA. Moreover, fact-level information (i.e., contents in the KG) plays a
vital role in KGQA. Consequently, generating logical forms that can ground to
non-empty answers from the KG, i.e., faithful to the KG, requires incorporat-
ing fact-level information. In addition, the graph structure of KB facts leads to
an enormous search space due to combinatorial explosion, rendering generating
faithful queries even more challenging.

A large body of work exists on the topics of entity and relation linking for KGs
[13,30]. Similarly, significant literature exists around non-KG semantic parsing
(e.g.: text-to-SQL) [27]. There is prior work [14,40,42] that explores the topic
of KGQA semantic parsing using encoder-decoder models, that comprises of
LSTMs [17], Transformers [37], and pre-trained language models (PLMs) based
on the Transformer architecture [11].

However the role of text-to-text large language models (T2TLMs) like T5
[29] and BART [23] remains under-investigated [15]. This gap motivates us to
pursue further research in this direction (Fig. 1).

4 N

[ Text-to-Text pre-trained models }

Generative Methods

Semantic Parsing

KGQA /

Fig. 1. Situating the topic of this proposal in the KGQA landscape.

2 States of the Art/Related Work

There are three widely followed approaches for semantic parsing approaches
for KGQA: ranking methods, coarse-to-fine methods, and generation methods.
Ranking methods [1,4,39,41] first enumerate candidate queries from the KG and
semantic parsing then relies on computing the matching score for each candidate-
question pair. Coarse-to-fine methods [5,10,34,42] first generate query skeletons
and then ground the skeletons to the KG with admissible schema items. Gen-
eration methods [2,19,20,28] which have emerged more recently, typically use
a form of Natural Language Generation (NLG) from large language models to
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Table 1. Best-published results on KGQA benchmarks.

Dataset Top-1 F1 | Family
COMPLEXWEBQ | 70.0 [10] | Coarse-to-fine
LC-QUAD 75.0 [41] | Ranking
GRAILQA 74.4 [39] | Ranking
KQA PRO 90.6 [23] | Generation
WEBQSP 76.5 [8] | Generation
GRAPHQ 31.8 [16] | Generation

produce token-by-token a base logical form. The logical form is often grounded
to the KG via constrained decoding, and thus dynamically reduce the search
space.

In Table 1, we present the Fl-scores and the corresponding family of best-
performing models on KGQA benchmarks. On KQA-PRO [7], WEBQSP [3],
and GRAPHQ [31], the state-of-the-art models are based on generation, while
ranking methods achieve the best results on LC-QUAD [36] and GRAILQA
[14] and the best performance on COMPLEXWEBQ [35] is obtained by the
coarse-to-fine method. No family dominates all the benchmarks, but generation
methods tend to be a trending option due to the easy integration of PLMs.

3 Problem Statement

Our singular research hypothesis is as follows:
T2TLMs can be used effectively to generate logical forms for
KGQA.

3.1 Research Questions

RQ 1: Can T2TLMs generate correct logical form structure?

Given the question:

Is it true that an Olympic-size swimming pool’s operating temperature is equal
to 22.4 7

the correct logical form structure for SPARQL would be:

ASK WHERE {

ENT1 REL1 7obj

filter ( 7obj = LIT1 )
¥

The query above depicts a skeleton of the correct SPARQL query, with place-
holders instead of grounded entity, relations or literals. The placeholders are
ENT1, REL1 and LIT1.
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RQ 2: Can T2TLMs aid in grounding of logical forms to the KG?

For the same question, a grounded query is as follows:

ASK WHERE { wd:Q2084454 wdt:P5066 7obj
filter(7obj = 22.4)
3

The query above is a valid and grounded SPARQL query on the Wikidata
KG. wd:Q2084454 is the entity ID for Olympic-size swimming pool while
wdt :P5066 is the relation ID for operating temperature. The placeholders
have been replaced with proper entity and relation IDs, and the correct literal
has been extracted from the input question and copied into the literal place-
holder. Executing it provides a valid and correct response. Can T2TLMs aid in
grounding of skeleton logical forms to KGs?

Fig. 2. RQs 1 and 2 depicted visually.

4 Research Methodology and Approach

To test our hypothesis, we require datasets that contain mappings from questions
in natural language to corresponding logical forms. Since our focus is on KGQA,
these logical forms must be grounded in KGs. Additionally, since our experiments
involve large language models, we observed that small datasets are not suitable
for our experiments. On an average, we tend to focus on datasets which have
more than 5,000 questions. Apart from the datasets mentioned in Table 1, we
also test on LC-QuAD 2.0 [12]. For models, we primarily test on T5 and BART,
which are the two most popular T2TLMs. We plan to fine-tune and prompt-tune
[22] the models on the datasets of our choice, and evaluate their performance on
tasks related to RQ1 and RQ2.

5 Evaluation/Evaluation Plan

For RQ1, we need to evaluate whether our models produce the correct logical
forms. The two popular methods to evaluate this are the exact-match metric
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(whether the generated query matches the gold query exactly) and BLEU score
[24]. There are several different variants of BLEU in use, however the general
method is to measures how many n-grams in the reference sentence are repro-
duced by the candidate sentence. This value is reduced to a precision in the
range of 0—1. BLEU is generally used to evaluate machine translations, however
for the task of semantic parsing to logical forms, it has the obvious shortcoming
that since it does not take into consideration the word ordering on the output,
a logical form which is syntactically incorrect may still produce a high BLEU
score. The best metric for use of evaluation of semantic parsing to logical forms
remains an open question.

For RQ2, since we expect our models to produce grounded queries instead of
mere logical forms, we can additionally evaluate using execution-based metrics
such as F1l-score.

Our approach to evaluate will be to first find existing semantic parsing and
KGQA systems which have a working demo or code available. We will then
evaluate our approaches using T2TLMs and compare against existing systems.
If too few such systems are available, we shall resort to results as reported.

6 Results

We performed an initial set of experiments using T5 and BART on the task of
KGQA semantic parsing, and paid special attention to a scenario which requires
the copying of input tokens to the output logical form. Assuming that the entities
and relations have been linked before-hand, one may modify the original input
question to:

Is it true that an Olympic-size swimming pool’s operating temperature is equal
to 22.4 7 [SEP] wd:Q2084454 Olympic-size swimming pool [SEP]
wdt :P5066 operating temperature

Here, we append the input question with linked entities and relations and
also their corresponding labels. The task for the model is to produce the correct
logical form. This addresses RQ1 and we found that T5 outperforms existing
approaches on LC-QuAD and LC-QuAD 2.0 datasets, while BART lags behind
[2].

In additional experiments for RQ1, we found that both for prompt-tuned [22]
and fine-tuned T2TLMs, choosing an alternate output vocabulary for the logical-
form improves semantic parsing performance. The usual logical-form vocabulary
is distinct from human vocabulary. T2TLMs are pre-trained for human language
tasks, and hence the logical-form vocabulary may appear alien to it. This work
is currently under review.

For RQ2, we used T5 to generate not just the logical forms, but also entity
and relation labels. As input we provided only the question. Additionally, we
trained TH jointly to produce truncated graph embeddings for each entity. In
effect, we generate augmented logical forms (Fig.2). We use the generated aug-
mented logical forms to ground the queries to a KG. We found that such a setup
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produces strong performance on LC-QuAD 2.0 and SimpleQuestions. This work
is currently under review.

During our experiments we realised that T2TLMs have some common short-
comings for semantic parsing tasks. They are unable to perform compositional
generalisation, handles special tokens, and have a limited ability to generate
embeddings. Moreover, existing KGQA datasets are based on the three popular
KGs, namely Freebase, DBpedia [21] and Wikidata [38]. T2TLMs are pre-trained
on large corpus which is of similar nature as the sources from which these KGs
are derived, and hence, a new dataset which belongs to different domain was
required, which would remove the natural advantage for T2TLMs of having seen
much of the information at a pre-training stage. As a result, we produced a new
dataset consisting of 10,000 question-query pairs on a scholarly KG, which pro-
vides T2TLMs with specific challenges for KGQA and semantic parsing. This
addresses RQ1 and RQ2, and is currently under review.

7 Conclusions/Lessons Learned

In our initial experiments we found that T2TLMs are a potent tool for the task
of KGQA semantic parsing. The natural advantage of using them is that they are
easily available, well maintained and require minimal initial setup before being
put to use. Through this thesis, our aim is to provide strategies to researchers on
how to mitigate some of the pitfalls of using T2TLMs on the semantic parsing
task, and push accuracy further when starting from a vanilla T2TLM.

At the PhD symposium, I look forward to receiving feedback from mentors
on the overall structure of the thesis. In paper submissions so far, I have had
trouble convincing reviewers about the quality of my evaluations. There is an
evaluation crisis [26] in our field, because several older versions of KGs are not
publicly available any more, neither are working versions of KGQA systems,
making replication next-to-impossible. Another aspect I am concerned about is
whether the current thesis contains enough substance for publication. It is, for
example, possible to compare semantic parsing approaches to the SQL parsing
community, or work on more popular problems like compositional generalisation
[25].

Acknowledgements. I would like to thank my co-supervisors Chris Biemann and
Ricardo Usbeck for their valuable guidance and feedback in the drafting of this
document.
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Abstract. In recent years, the rise of large Knowledge Graphs (KGs),
which capture knowledge in machine-driven formats, has arisen broadly.
KGs are the convergence of data and knowledge, and may be incomplete
due to the Open World Assumption (OWA). Inductive Logic Program-
ming (ILP) is a popular traditional approach for mining logical rules
to complete the KGs. ILP approaches derive logical rules from ground
facts in knowledge bases. Deducing new information or adding missing
information to the KGs, identifying potential errors, and understand-
ing the data more substantially can be accomplished by mining logical
rules. Inference can be used to deduce new facts and complete KGs.
To discover meaningful insights, traditional rule mining approaches first
ignore axiomatic systems defining the semantics of the predicates and
classes available in KGs. Second, most rule miners measure the impact
of mined rules in terms of correlation rather than causation, and they are
overwhelmed by the volume of data. Finally, existing frameworks imple-
ment blocking methods that require the processing of complete KGs
to generate the mined rules. In this Ph.D. proposal, an outline of a
rule-mining model explicitly tailored to mine Horn rules encapsulating
semantics on top of KGs is reported. Additionally, the rule-mining app-
roach is based on reliably estimating the cause-effect relationships and
discovering new facts in the KGs considering data and metadata. Our
approach follows an iterative process to inductively mine rules incor-
porating semantics to enhance completeness. Our experimental results
suggest that by combining entailment regimes and querying KGs on
demand, our approach outperforms the state-of-the-art in terms of accu-
racy. A publicly available Jupyter notebook that executes a demon-
stration is available (https://mybinder.org/v2/gh/SDM-TIB/DIGGER-
ESWC2023Demo/HEAD?labpath=Mining%20Symbolic%20Rules
9%20T0%20Explain%20Lung%20Cancer %20 Treatments.ipynb).
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1 Introduction

Knowledge Graphs (KGs) encode real-world knowledge as factual statements;
nodes represent entities and edges define relationships between the entities. KGs
are often created from heterogeneous sources that can be highly diverse in terms
of structure and granularity [11]. Existing KGs cover many different domains in
order to serve the research and industrial communities!. Numerous contributions
in the Semantic Web community have addressed the open research challenge of
mining Horn rules from ground statements.

Knowledge Discovery in Databases (KDD) is defined as the extraction of
potentially useful information from a large volume of data, where the informa-
tion is implicit. Association rule mining [2] is one of the most popular meth-
ods of mining rules in the relational domain. Various other approaches [3,9,16]
also mine rules based on the co-occurrence of items present in the relational
databases. For example, rules like “If a client bought beer and wine, she/he also
bought aspirin” can be uncovered using association rule mining. The ratio of
instances where beer and wine were purchased along with aspirin corresponds to
the rule’s confidence. Rule mining over relational databases follows the Closed
World Assumption (CWA), i.e., it cannot predict items that are not present in
a database.

Inductive Logic Programming (ILP) is used in semantic rule mining to extract
information in a machine-readable format from Knowledge Bases (KBs). Exist-
ing ILP approaches derive logical rules from KBs. Due to the large volume of
data and frequent assumption of incomplete data, rule mining over KBs is chal-
lenging and dedicated techniques have been proposed to address these issues.
Exemplary rule mining approaches (e.g., AMIE [8], AnyBURL [14], AMIE-+ [6],
and [7,17]) are devised to operate under KBs that consider OWA. However, these
approaches are still not tailored to deal with KGs encompassing semantics. Addi-
tionally, to mine rules, large KBs must be downloaded in a local system, and
the computation of the mining process is done in a blocking fashion, i.e., all the
data need to be uploaded/processed to produce results rather than continuously
generating rules; thus, negatively affecting scalability in rule mining processes.

Humans are able to infer knowledge from data based on a set of general
rules or by knowing the context of available data. This knowledge inferred by
humans can be referred to as ’commonsense knowledge, or ’domain knowledge’.
For instance, a KB contains a fact that Y has a father X. Then, humans can
easily infer that the gender of X is “male” and that Y is the child of X. On
the contrary, machines do not have any prior knowledge or information to make
inferences over the provided data. Deductive methods are used to infer new
facts known as entailed facts from existing facts in knowledge graphs using a
set of rules often referred to as entailment regimes. Further, these entailed facts
are used by Inductive methods to derive new logical rules. Inductive knowl-
edge is knowledge acquired by generalizing patterns from a given set of input

! The terms Knowledge Bases (KBs) and Knowledge Graphs (KGs) are used inter-
changeably.
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Fig. 1. Motivating Example: Usage of a KG comprising ontologies and their entail-
ment regimes to be considered during rule mining. Naive approaches perform rule min-
ing on graphs uploaded in the main memory. SPARQL queries and entailment regimes
empower the semantics of KGs, enriching the mined rules.

observations. Mining Horn rules is conducted using inductive learning to create
a symbolic model, i.e., a set of rules or axioms. Entailment regimes describe the
relationship between the statements that are true when one statement locally
follows from one or more statements [4]. Machines can apply deductions on top
of data graphs and by applying entailment regimes efficiently.

The term Ontology refers to the concrete and more formal representation of
the data present in data graphs. The Web Ontology Language [10] and RDFS
[5] are the two most popular ontology languages recommended by W3C and
compatible with RDF graphs. Facts in KGs are usually divided into A-Boz and
T-Boz. The A-Bozx facts are all the instances of a KG that represent the data
graph. Complementary, T-Boz includes the definition of classes, properties, and
hierarchies, which represent the ontological part of KGs. We focus on both A-Boz
and T-Box to mine rules that consider the semantics of a KG. Horn clauses are
expressed in [F-THEN- style consequences over KG predicates. Our preliminary
results reveal the key role of semantics in the accuracy of rule mining systems.

1.1 Motivating Example

Our work is motivated by the lack of exploitation of semantics in rule mining
approaches over KGs. Nevertheless, state-of-the-art techniques provide rules that
are mined over data graphs; ignoring the semantics and meaning of the entities
in KGs. The goal of this work is to mine rules from which true missing facts can
be predicted; completing, thus, KGs with accurate predictions which take into
account KGs and entailment regimes. Figure 1 depicts, with a motivating exam-
ple, the challenges present in a rule mining process over KGs. Input from the KG
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is collected o, representing lung cancer patients and all the related information
about those patients, i.e., gender, age, cancer stage, oncological treatment, and
mutations. The ontology layer in the KG represents the unified schema of the
lung cancer KG. The entailment regime layer shows the RDFS and OWL entail-
ment regimes. Further, e shows that for the execution of the rule mining algo-
rithm, the state-of-the-art techniques require input in the form of RDF triples,
i.e.,(subject, predicate, object). For instance, (2842697, smokingHabit,
CurrentSmoker), (2842697, stage, IVB), and (2842697, gender, Male) are
uploaded to a local system. This poses one of the limitations of naive approaches
(AMIE [8], AnyBURL [14]) impacting scalability to large KGs.

shows the implementation of rule mining algorithm. Rule min-
ing algorithms (AMIE [8] and AnyBURL [14]) implement blocking pro-
cesses, i.e., to mine rules all the data needs to be wuploaded. This
type of algorithm lacks the accessibility of KGs via Web interfaces, e.g.,
SPARQL endpoints, which cannot be utilized unless downloaded locally.
Our approach overcomes the limitation of scalability by taking as input
the SPARQL endpoints and queries to traverse the KGs. For example,

shows that the mined rules generated from the above-mentioned algo-
rithm: LC:stage (ITIB, X) = LC:oncologicalTreatment (Chemotherapy, X),
clearly states that the metadata encoded in the KGs ontology is not considered,
i.e., (oncologicalTreatment, rdfs:subProperty0f, treatment).

The rules mined by the naive approaches demonstrate that the lung cancer
patient in stage IIIB is more likely to receive oncological treatment Chemother-
apy. e illustrates the process of enrichment of the mined rules by applying
the entailment regimes to the above mined rules. This step helps to derive new
insights from the KGs. In contrast to naive approaches, our approach considers
rdfs:subProperty0f entailment regime, and as observed the metrics Support,
Confidence and PCA Confidence increases; new facts were inferred, and added
to the KGs that lead to the increased metrics values.

Contributions: A rule mining system that is inherently designed to work under
the OWA and is efficient enough to handle KGs is proposed in this Ph.D. pro-
posal. More specifically, the following are the contributions of this proposal:

1. Rule mining system devised for KGs empowered with semantics.

2. Novel query and mining techniques to improve scalability, and generate rules
iteratively while avoiding blocking data processing.

3. 3to enhance meaningful insights.

2 State of the Art

Rule mining methods have gained considerable attention for the past few years,
but the existing methods are based on mostly association rule mining [2] or
inductive logic programming. This section covers the state-of-the-art techniques
for KGs, that perform rule mining over observational data and knowledge bases.



248 D. Purohit

2.1 Mining Rules in Relational Databases

Association rule mining (ARM) is a rule mining approach in the relational
domain, and it is implemented on the closed world assumption (CWA). Associ-
ation rule mining aims to recognize patterns and concurrent occurrences in the
database. It discovers relationships among the entities present in the database.
Apriori algorithm [18] is a well-known association rule mining [2] approach. It
shows how frequently the item appears within the database. Association rule
mines frequent patterns of data occurring, using the criteria ‘support’ and ‘con-
fidence’ as metrics. It is used in the well-known 'Market Basket analysis’ [12].
The mined rules are of the form wine, beer = aspirin, implying that people
who purchased wine and beer also purchased aspirin. However, these are not the
kinds of rules we aim to discover in this paper. We intend to mine Horn rules.
In the work, [1] association rules and frequency analysis are used to identify
and classify common misuse patterns for relations over DBpedia. In contrast
to our work, this approach mines association rules based on the co-occurrence
of values rather than logical rules. Secondly, correlation is a statistical measure
that describes the magnitude and direction of a relationship between two or
more variables. A correlation between variables, on the other hand, does not
imply that a change in one variable is the cause of a change in the values of
the other variable. Causation denotes that one event is the result of the other
event’s occurrence, i.e., causal relationships among events. In this work, we aim
to mine rules that encode cause-effect relationships.

2.2 Mining Rules in Knowledge Graphs

AMIFE [8] is a rule-mining approach that follows Inductive Logic Programming
(ILP) and aims to mine logical rules. When dealing with an incomplete KG,
it is not immediately clear how to define negative edges. A common heuristic
for a KG is to use a Partial Completeness Assumption (PCA), i.e., a negative
edge should be true if it is derived from a Horn clause that partially defines its
completeness. AMIE mines rules on large KBs by reducing the search space. The
logical rules mined by AMIE are in the form of Horn clauses. AMIE uses several
metrics to prune the rules obtained by mining in order to avoid the generation of
an exponential amount of irrelevant rules. Various metrics are used to evaluate
the quality of rules mined by AMIE, Head Coverage that measures the ratio
of known true facts that are implied by the rule. Std Confidence of the rule is
the ratio of all its predictions that are present in the KGs. Lastly, in order to
generate heuristic-based negative edges in the KBs, AMIE operates under PCA.
Different versions of AMIE were AMIE+ [6] and AMIE3 [13]. The newer versions
of AMIE claim that it speeds up the process of mining rules even faster. AMIE3
integrates new pruning strategies and many more advancements. However, AMIE
lacks scalability as it follows a blocking approach to produce results. (AnyBURL)
[14] learns logical rules. They focus on a path ranking algorithm that helps them
to learn a subset of the rules. Similar to AMIE, they also mine negative edges in
order to better complete the knowledge graphs. In contrast to AMIE, AnyBURL
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learns rules from knowledge graphs from the bottom up, whereas AMIE mines
rule from the top down. Above discussed approaches are not tailored to deal
with large knowledge graphs with semantics under the Open World Assumption.
In contrast to our approach, the process of mining rules with AMIE [§] and
AnyBURL [14] follows a blocking process, impacting scalability. Furthermore,
by ignoring the semantics of KGs, these techniques fall short of generating more
meaningful rules.

In some of the closely related work, Simonne et al. [17] mine two types of
differential causal rules, gradual and categorical rules. Gradual rules deal with
mining rules over numerical values or entities and categorical rules deal with
categorical values. For example, the number of treatments received by cancer
patients comes under gradual rules and the type of treatments are classified
into categorical rules. Another contribution of this paper is to use a commu-
nity detection algorithm to compute the similarity between the units of interest.
Also, they have defined a metric called Causal ratio which is inspired by the
odds ratio to evaluate the potential causal rules. Discovering causality in knowl-
edge graphs is a wide area of research performed scarcely. Traditional approaches
attempt to detect causal relationships between variables by implementing a prob-
abilistic relational model using Bayesian networks [15] following Judea Pearl’s
approach. Our approach, in contrast, considers entailment regimes in addition to
the semantics from OWL ontology to infer new facts and enhance the discovered
rules. Furthermore, the aforementioned techniques are not scalable.

3 Problem Statement and Contributions

The goal of rule mining is to identify new rules that entail a high ratio of positive
edges from other positive edges, but a low ratio of negative edges from positive
edges. This Ph.D. proposal addresses the problem of mining logical rules over
KGs with semantics. Our main research objective is to mine rules over large
KGs and also incorporate methods to further work on the federation of KGs.
Concretely, we aim at encoding richer semantic knowledge from the KGs to mine
more meaningful rules. As a result, our goal is to design a scalable approach to
mine logical rules which also demonstrates cause-effect relationships.

3.1 Preliminaries

Knowledge Graphs is defined as G = (V, E, L) is a directed edge-labeled graph
as defined in [11]. Horn Rules A mined rule is a Horn clause of the form:
Body = Head, where Body is a conjunction of predicate facts; Head is a
predicate fact. All the variables in Head are terms of at least one predicate fact
in the Body, and every two predicate facts in Body share at least one variable.
Partial Completeness Assumption (PCA) is defined as G = (V, E, L) is a
directed edge-labeled graph, the set of heuristic-based negative edges hE- in G
is to consider as a negative edge, every edge (s, p, 0’) not in F, but that (s,p,0)
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Fig. 2. Research Pipeline: Figure demonstrates the pipeline of steps followed to
build a rule mining system. Related research questions are also added.

belongs to E. That is hE- = (s, p, 0')|(s, p, ') ¢ E and (s,p,0) € E. PCA
assumes that heuristic-based negative edges are possible incomplete edges.

Our approach performs task-agnostic mining, which means that it has
been generalized to be interoperable across multiple systems, and the goal is
to make true predictions that can potentially complete the missing relation-
ships in large incomplete KGs under Partial Completeness Assumption (PCA).
Later these mined rules can be used to identify the causal relationship being
observed between the nodes or by the rules mined. These would be termed
"Causal Rules” with added semantics to the Horn rules. Similar to the logi-
cal rules mined by AMIE and generating negative edges, we would also like
to use the PCA Confidence measure to identify the potential incompleteness
and predict true positives to complete the KG. Also, Causal Ratio metric
will be used in order to discover potential causal rules mined over the KGs.
To begin with the entailment regimes, we would be taking into considera-
tion rdfs:subClass0f, rdfs:subProperty0f, rdfs:property, typing and
owl:sameAs as mentioned in the motivating example 1. Later this can be
extended with all the entailment available to enhance the power of KGs. Our
approach will also follow the incremental approach to generate rules incremen-
tally, which makes it more efficient. This process will interleave the generation
of mined rules with the retrieval of data from the KGs via queries executed over
SPARQL endpoints.

Research Questions: Our approach aims to improve the rule mining process
to answer the following research questions by ensuring KG completion and min-
ing rules efficiently: RQ1) What is the impact of injecting entailment regimes
to enrich the mined rules? RQ2) How can scalability be achieved in large KGs?
RQ3) Can knowledge extracted from KGs help in identifying causality relation-
ships to enhance explainability?

4 Research Methodology and Approach

Let us briefly discuss the methodology followed in our approach, as illustrated in
Fig. 2. In order to further enhance the traditional techniques and optimally mine
causal rules, we will fully exploit the benefits of KGs and semantics. To begin,
injecting entailment regimes will aid deductive methods in making inferences
over KGs. This will answer the RQ1). Inductively mining rules incrementally
by avoiding the blocking process will suffice the RQ1 and RQ2). Traditional
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approaches executed over a KG upload the RDF triple files in main memory,
impacting scalability to large KGs. Therefore, our approach will access SPARQL
endpoints and execute queries to traverse the KGs which in turn will help to
implement a more scalable algorithm to efficiently mine causal rules. To reduce
the search space, our approach would consider the subset of the KG as per
the user’s interest. Furthermore, more enriched rules will be extracted over the
subset of KG by later discovering causal rules that will answer RQ3).

5 Evaluation/Evaluation Plan

The evaluation is performed on the real-world KGs in the biomedical area. We
have started our evaluation of the lung cancer KG from P4-LUCAT?. The evalu-
ation strategy for our approach in all the steps mentioned in Fig. 2 is to measure
efficiency in terms of the time it takes our rule mining approach to mine rules
efficiently. In the later phase, our approach will incrementally mine rules and pro-
duce output to improve scalability. Rules will be generated based on the user’s
request, such as if the user requests rules with a higher PCA Confidence or
any other conditions. These conditions will be taken into account when produc-
ing rules in order to save time, making our rule mining approach more scalable
and accurate. Furthermore, by keeping humans in the loop, we will evaluate
the causal rules generated by our approach. Domain experts in the biomedical
domain will be validating the rules produced by our approach to check if they
comply with the clinical guidelines and help in identifying causality.

6 Results So Far

We describe the outcomes of evaluating these methods on a KG comprising
synthetic lung cancer patients generated from the biomedical KG discussed in
the previous section. This initial study aims at reporting the impact of injecting
entailment regimes on the KGs to answer our RQ1). The preliminary results
are being evaluated on two lung cancer KGs in order to compare them to state-
of-the-art methods. The Lung Cancer (LC) KG comprises the characteristics of
synthetic lung cancer patients (i.e., identifier, gender, age, biomarker).
Entailment regimes are considered as described in Fig. 1 on the LC KG.

As the motivating example 1 states, enriching the mined rule aids in the
extraction of new insights from the KGs. In contrast to naive approaches, our
approach takes rdfs:subProperty0f into account for the experiments in the
current example. This yields higher metrics values and demonstrates potential
true predictions. For example, higher Inferred PCA Confidence of a rule quan-
tifies the KG’s partial completion by identifying more productive rules.

Observed Results and Discussion. Figure 3a describes the LC KG without
inference and after the materialization of the deductive closure of the entailment

2 EraMed project https://p4-lucat.eu/.
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Fig. 3. Initial Results. (a) depicts statistics of the benchmark used to perform the
experiments (b) shows the experimental results of the probability of the correlation
between PCA Confidence and Inferred PCA Confidence. It is represented by the p-
value which states that the metrics are statistically significant.

regimes. The same number of rules (10,766 rules) were mined from versions of the
LC KG, however, the scores of the mined rules have changed. Figure 3b exhibits
the null hypothesis test performed to guarantee statistical independence between
PCA Confidence and Inferred PCA Confidence metrics. When semantics are
incorporated, the observed difference in the frequency distribution of metrics
reveals the potential completion of KGs with true predictions. The results of our
approach are publicly available on GitHub?.

7 Conclusions/Lessons Learned

We propose a rule mining algorithm for mining causal rules from KGs. Our
approach mine rules over both A-Boz and T-Box of the KGs and promises
scalability by implementing operators that enable the continuous generation of
mined rules. Our initial framework exploits the semantics of the KGs and puts
into perspective their relevance during a mining process. Our initial results indi-
cate that these semantic-based mined rules are informative in domains such as
healthcare, e.g., to understand how treatments have been prescribed and their
relationships with existing medical guidelines. The lessons learned by reviewing
the literature on semantic symbolic learning over KGs assisted us in recognizing
the benefits and drawbacks of current approaches. This enabled us to improve
rule mining systems by effectively utilizing KG semantics for better refinement
and completion of KGs. The next steps in this Ph.D. work will be to refine the
initial prototype in order to make the rule mining process more scalable and to
polish it in order to make better predictions with higher scalability and accuracy.

3 https://github.com/SDM-TIB/Symbolic_Learning _over KGs.
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Abstract. Knowledge graphs are a versatile means to gather Semantic
Web data and are typically stored and queried with the W3C standards,
RDF and SPARQL. Despite the significant progress made in query pro-
cessing, predicting plausible answers in presence of missing facts remains
a challenge. This aspect has been tackled by proposing methods to pre-
dict links and solve queries in some reduced fragments of SPARQL. Thus
far, I have explored two parallel directions for this thesis. First, I study
how to use knowledge graph embedding methods to predict missing facts.
In particular, I explore how to combine different knowledge graph embed-
ding methods to improve the quality of the predictions. Second, I study
how to connect techniques to query knowledge graphs from these two
research areas, namely database query processing, and graph learning.
The former techniques provide actual answers of a query, while the lat-
ter provide plausible ones. My hypothesis is that I can define a common
query interface, based on SPARQL, to provide answers from these poly-
morphic data sources. To this end, I propose an extension for SPARQL,
called polymorphic SPARQL.

Keywords: link prediction - ensemble - query answering -
polymorphic

1 Introduction

The emergence of large knowledge graphs (KGs) stored and queried using the
W3C standards RDF [5], and SPARQL [9], has encouraged many researchers to
improve query processing over KGs [10]. SPARQL is a database query language
and, as such, the result of a SPARQL query over a given dataset is defined
based on the data that is in the dataset. Thus, given that knowledge graphs are
known to be incomplete, in presence of missing links, some answers might not
be retrieved by the SPARQL engine.

Such aspect has been addressed by the graph learning community, who iden-
tify two problems: 1) predicting missing links, which is known as link prediction,
and 2) predicting plausible answers of first-order logic query, which is known as
complex query answering.
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Fig. 1. A sub-graph that exhibits heterogeneous relational patterns [15].

According to the graph learning community, a KG is a triple (V, R, £), where
YV and R are two finite sets, whose elements are called entities and relation
names, and £ is a subset of ¥V x R x V that represent relationships between
entities. Relationships are triples (h,r,¢) where h and ¢ are called the head and
the tail entities.

Like complex query answering, link prediction can be seen as answering first-
order logic queries. Indeed, the link prediction problems of finding sensible tails
for a given pair of head and relation name, and finding sensible heads for a given
pair of relation name and tail, denoted (h,r, ?t) or (?h,r,t), correspond to the
respective first order queries (z).r(h,z) and (z).r(x,t). Since SPARQL has the
same expressive power as relational calculus [1], a safe subset of first-order logic
queries, link prediction and complex query answering methods can be used to
return plausible SPARQL answers.

Knowledge graph embeddings (KGEs) are a prominent approach for both
problems, link prediction [3,18,20], and complex query answering [11,16,17].
Relations in the graph may follow patterns (Fig.1) that can be learned. For
example, some relations might be symmetric and others might be hierarchical.
However, the existing approaches have two limitations:

L1. The learning capability of different knowledge graph embedding methods
varies for each pattern and, so far, no single method can learn all patterns
equally well (see Table1).
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Table 1. Specification of query representation of baseline and state of the art KGE
models and respective pattern modeling and inference abilities. o is element-wise com-
plex product together with relation normalization. S = Symmetry, A = Antisymmetry,
I = Inversion, C = Composition, H = Hierarchy

Model Query Embeddings | S A 1 C H
TransE [3] q=h+r g, h,r € R? | X v —-0|v—-0|v -0 X
RotatE [18] ¢ =hor g, h,reCt|v—2|v—-—2v—-2v-—-2x
ComplEx [20] g = h X7 g h,reC?|v—2|v—-—2v—-—2x X
DistMult [28] | ¢ = h - r g, h,7r cR*| v —0| x X X X
RefH [4] q=Ref(6:.)h | q,h eH? |v —0]x X X v -0

L2. Both complex query answering and link prediction methods only support
a limited subset of SPARQL. Indeed, existing link prediction methods are
restricted to the atomic queries (x).r(h, z) and (z).r(z,t), and complex query
answering methods are restricted to queries with constants (called anchors),
returning a single variable, or having no cycles.

In this thesis, I address these two limitations. Regarding L1, I developed a
method to combine different knowledge graph embedding methods using atten-
tion, and showed that the combined method can outperform the individual
ones. I published a paper [7] showing these results, and I am currently work-
ing on improvements to this idea. Regarding L2, I am studying how to integrate
SPARQL services with link prediction services to return both, actual answers
from explicit links and plausible answers from predicted links. According to [16]
completing the knowledge graph with the predicted links before executing queries
would result in a graph that is too dense, thus I plan to retrieve the predictions
at query runtime. Moreover, by completing the graph, the predicted links would
be indistinguishable from the actual ones. To this end, I will define a common
interface, I called polymorphic SPARQL (p-SPARQL), on top of both interfaces.

2 Related Work

This section presents the work related to limitations L1 and L2.

2.1 Combination of Knowledge Graph Embeddings

Xu et al. [27] show that the combination of multiple runs of low-
dimensional embedding models can outperform the corresponding individual
high-dimensional embedding model. Unlike my approach [7], they do not com-
bine different methods to combine the different learning capabilities.

Most methods combining different KGEs train models separately and then
combine their scoring function [13,21,23,24]. Unlike these approaches, my app-
roach combines the multiple vector representations of a query and uses attention
to select, for each query, the best suited representations.
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I combine multiple vector representations to increase the learning capabili-
ties of individual methods. Another way to increase the learning capability of a
method is to embed queries into spaces that combine different geometrical spaces.
For example, Gu et al. [8] combines Hyperbolic, Spherical, and Euclidean spaces,
and UltraE [25] uses an Ultra-hyperbolic manifold, which generalizes Hyperbolic
and Spherical manifolds allowing to simultaneous embed multiple distinct hier-
archical relations and non-hierarchical ones in a single heterogeneous geometric
space. So far, I have studied how to combine query vectors rather than geomet-
ric spaces [7]. My proposed method combines vectors in Euclidean space, and
then projects them to non-Euclidean manifolds to learn hierarchical relations;
it is not limited to a single geometry, and I will adapt it to combine vector
representations beyond the Euclidean space.

2.2 Including Link Prediction in SPARQL Queries

Complex Query Answering. Most approaches for complex query answering
map queries into probability distributions [17], or regions [11,16] in the vector
space. They map first-order logic queries to directed acyclic graphs (DAGS).
They are also called dependency graphs, and their nodes are the constants and
variables in the query. For each atom r(u,v) a directed edge between u and
v with label r is in the dependency graph. The direction of each edge is cho-
sen conveniently to guarantee that the dependency graph have a unique sink
node(see Fig. 2). The dependency graph is used to define the operations that are
performed to get to the representation of the sink.

As we already mentioned, existing query answering methods do not support
every first-order query, even for reduced first-order logic fragments, such as con-
junctive queries.

The limitations are that queries must return a single variable (which is the
sink), have no cycles, and all local sources (i.e., nodes with no entering edges)
are constants. The following conjunctive query violates all these conditions, and
hence cannot be solved by the existing methods: (z,y).3z3u(p(z,y) A q(y, 2) A
r(z,x)As(u,z)). Unlike the existing methods, the interface I will define, called p-
SPARQL, will support all basic graph patterns by combining standard SPARQL
interfaces with link-prediction services.

Turin
Awar

Graduate

Canada Citizen

(z).(3y.(Win(TuringAdward, y) A Citizen(Canada, y) A Graduate(y, z))

Fig. 2. Dependency graph of a first-order query asking “Where did Canadian citizens
with Turing Award graduate?” [16].
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Including Similarity Metrics in SPARQL Query. Several works propose
extending SPARQL with similarity functions [12,14].

However, the aforementioned approaches compute similarity among entities,
while in link prediction a similarity metric is computed to match a query to a
candidate answer.

3 Problem Statement and Contributions

In this thesis I will study 1) how to combine knowledge graph embeddings, and
2) how to include link prediction in SPARQL queries.

How to Combine Knowledge Graph Embeddings. In this thesis, I study
how to improve the link-prediction task by combining query vectors, computed
with different KGE methods.

Let M be a set of several existing KGE methods such as TransE [3], RotatE
[18], ComplEx [20], DistMult [28], AttE [4]. For each query ¢ = (h,r,?), let the
query representation set be Q = {q,,, | q,,, = g7 (h),m € M} where q,,, = g/ (h)
is the query representation for the method m. For example, TransE defines
Arronst = 9272E(h) = h + 7. Our problem is thus to find a function gg such
that the combined method m¢ performs better than each method m € M sep-
arately. I can define a combined query g, as a function of the query vectors
Qs ¢ = 90 (Qryanses - - - » Aastr)s Where go is a combination function and © is
a vector of parameters for the function.

Hypothesis 1. The query vectors can be combined using a relation-specific
attention mechanism, where the best-performing models should have the most
importance.

The related research questions are:

RQL1. Is attention able to give more importance to the best-performing models?
RQ2. Is the combined model able to outperform the single models in the link
prediction task?

How to Include Link Prediction in SPARQL Query. In this thesis, we will
address the problem of how to compute plausible answers for SPARQL having,
as input, a SPARQL service s and a link-prediction service m, both defined over
the same knowledge graph G.

For convenience, I will focus on the SPARQL fragment consisting of basic
graph patterns whose entities and relation names occur in G, and no variables are
allowed in predicate position. This SPARQL fragment corresponds to conjunctive

queries, that is, first-order logic queries (z1,...,2;).(3y1 - - - Jy..¢) where ¢ is a
conjunction of atoms (p1 (w1, v1)A- - -App(tn,vy)), variables x1,..., 25, y1,..., Y-
are the variables occurring in ¢, and sets {x1,...,2;} and {y1,...,y.} are dis-

joint. As we already pointed out, link-prediction and complex query answering
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methods can be used to provide plausible answers to a restricted set of these

queries.
Given a conjunctive query ¢©, we can evaluate ¢© in service s to obtain a set,
[¢€]s, containing all mappings p = (21 +— ai,. .., 2, — a,) that are answers to

q© in G. We will write jiz, .4 to denote a mapping {x + a}. On the other hand,
a query ¢© cannot be evaluated at the link prediction service m.

However, if we consider ¢© to be composed by a set of atomic queries g of
the form (x).r(h,z) and (x).r(z,t), then, when considering each atomic query
q separately, it is possible to directly evaluate ¢ in m. In this case, the result is
a set of pairs (fgsu, Ty, ., ) Where u is an entity of graph G, and 7, is a score
given to Mapping fhgiq.-

If we now want to evaluate the atomic query ¢ in both services, m, and s,
we will notice a difference in the form of the answers: the service s returns set
of answers, while the service m returns a set of pairs.

In a high level, our problem is how to define a sensible semantics that extends
the SPARQL semantics to incorporate scores to the answers. To define such
extended semantics, called p-SPARQL, desiderata must consider, for example,
that every answer p € [¢]s must have the higher possible score, since we know
that p is an actual answer. Otherwise, if u ¢ [¢]s, it should have a lower score
that accounts for the plausibility of the answer.

Returning scores for all possible mappings is impractical in SPARQL because
datasets are huge. Instead, given a number k£ > 0, we can define a service, called
s+Fk, that returns a set, called [g] s4, of pairs (y, 7,,) where 7, is the score given
to mapping p, and [¢]s1x contains all mappings p € [q]s plus the top & scored
answers according to the p-SPARQL semantics I will propose.

When it is possible to evaluate ¢ directly at both services, the definition of
[g] s+« is trivial: return all answers of [¢]s (assigning them the highest score) plus
the top k results given by m. In the other cases, the problem is more complex. For
example, if query ¢ is (x, y).p(z,y) then we cannot use directly service m because
m does not support query g. Instead, we can iterate over every entity h in graph G
to answer query (y).p(h,y) to get the scores of solutions jiy .+ € [(y).p(h, ¥)]st-
Similarly, we can compute the scores of solutions iz p € [(2).p(,)]s+%. This
observation leads to the following hypothesis:

Hypothesis 2. The score for a mapping p can be computed as the combination
of the scores of its individual mappings fiyariabie—entity-

Hypothesis 3. We can define an efficient algorithm that does not require com-
puting the score of every mapping pyariablerentity-

For example, given a query (z,y).(r(x,y) A p(y,c)), the score of a mapping
u = {x +— a,y — b} depend on the scores given by m to mappings piz, and
Lysp for the respective queries (x).r(z,b), (y).p(a, y), and (y).p(y, c). If mapping
lzoe has a low score, it may not be worth to compute the score of mapping
ty—p because the score of the combined mapping u will anyway be low.

RQ3. How can we combine the scores given to mappings by the link prediction
service to obtain sensible scores for the combined mappings?
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RQA4. How can we return the answers p € [¢] s+ efficiently?

4 Research Methodology and Approach

In this section, I describe the approach I am following for solving the problems
identified in the previous section.

Combination of Query Vectors. I already mention that a KG can follow
different patterns, as shown in Fig. 1, and that different KGE methods cannot
learn all patterns equally well. Table 1 shows the patterns that a KGE method
can learn, along with the number of constraints that it has to impose to do so,
for each dimension. For example, RotatE defines transformations as rotations
gRetatE(h) = hor in Complex space. In this way, RotatE can enforce both
hor =t,tor = hif r2 = 1, and thus, requires two constraints r # —1 and
r # 1 to express antisymmetrical relations. However, TransE can model anti-
symmetrical patterns naturally, without imposing any constraint, but it is not
able to learn symmetrical patterns.

In [7], we showed that an attention-based combination of KGEs can exploit
the advantages of each KGE method used in the combination. The combined
query representation is defined as q- = > «;q;, where each weight «; can be
computed by using an attention mechanism [4]:

__exp(g(wg,)
>, exp(g(wg;)’

where 7 and j identify models in M}, and g(z) = w is a function with trainable
parameter w. This version of our method is called Spherical Embedding with
Attention (SEA).

A variant of this method, called Spherical Embedding with Pointcaré Atten-
tion (SEPA), projects the combined query q. to a non-Euclidean manifold, i.e.
the Poincaré ball, via the exponential map gX = expo(g). The score func-
tion is score(q,a) = d(gM' ® r,a), where gX', r, a are points on a manifold M,
expg(.) is the exponential map from origin, and @ is Mobius addition.

In future work, we plan to combine various manifolds besides combining the
query vectors in knowledge graph embedding.

Including Link Prediction in SPARQL. Regarding RQ3, if a query involves
more than one literal, then it may involve the scores given to more than one fact.
If the score of a mapping u reflects a probability, then we should consider this
as the joint probability given to the facts involved into this mapping p. For
example, if 4 = {& — a,y — b}, and the query ¢ is (z,y).(p(x,y) A r(y,c)),
then the score of p for query ¢ must reflect the probability of p(a,b) A p(b,c),
which is the joint probability of the links p(a,b) and p(b, ¢). The computation of
this joint probability from the marginal probabilities of these links depends on
the conditional probabilities between these links, which are related to the scores
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of mappings p and gy, for the queries (x,y).p(z,y) and (y).r(y, ¢). Assuming
independence between the links, we can simplify the score definition. However,
this assumption may not capture some patterns satisfied by relations in the
graph. Moreover, it could also be possible to use other frameworks for combining
scores, such as using t-norm fuzzy logics.

Regarding RQA4, if we know that the top k& predicted answers have a score
over a certain threshold, then we can discard mappings p such that we can infer
that the score of u is below the threshold. Indeed, if scores are probabilities
(where a score 1 is given to actual links), and a marginal probability is below
the threshold, then we can infer that the joint probability is also below the
threshold. To use this idea, we can index the top answers for queries of the form
(x).3y.p(x,y) and (y).3z.p(z,y) for each relation name p in graph G.

5 Evaluation Plan

In this section, I will describe the benchmarks and the metrics that I will use
for evaluating the proposed solutions.

Combination of Query Vectors. In [7], I used the following standard bench-
marks for the evaluation:

— Wordnet: WN18RR [6] is a subset of WN18, which contains a mixture of
symmetric and antisymmetric as relational patterns, and hierarchical struc-
tural patterns. WN18RR contains 11 relations, 86,835 training triples, and
40,943 entities. Compared to the other datasets in KGE literature, WN18RR
is considered sparse;

— FreeBase: FB15k-237 [19] is the subset of FB15k from removing leakage
of inverse relations [6]. FB15k-237 is less sparse than WN18RR and mainly
contains composition patterns. It contains 237 relations, 272,115 triples, and
14,541 entities.

— NELL: NELL-995 [26] contains 75,492 entities and 200 relations, having
~22% hierarchical relations. I use a subset of NELL-995 with 100% hierarchy,
created in [2].

I use the popular ranking metrics [22] namely Mean Reciprocal Rank (MRR),
and Hits@Qk, k = 1, 3, 10. For future works, we plan to use a similar set of
datasets and metrics.

Including Link Prediction in SPARQL Queries. Regarding RQ3, I plan
to evaluate our method using the same datasets used by existing complex query
answering methods [11,16], which are created from the ones showed in Sect.5
and using ranking-based metrics. Besides, I plan to create an additional dataset
composed of general BGP queries, which cannot be answered by existing com-
plex query answering methods. I also plan to evaluate our method with SPARQL
query performance benchmarks, after adapting them to the link prediction set-
ting. Regarding RQ4, we have two metrics: the execution time of queries, and
the space and memory used by p-SPARQL.
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6 Results

Our work [7] showed that the approaches described in Sect. 2.1 are able to out-
perform the individual models used in the combination. Specifically, the hyper-
bolic version of our combined model (SEPA) outperforms all baselines in low
dimensions while the Euclidean one (SEA) is the best model in high dimensions
(RQ2). It also showed that the attention mechanism can give more importance
to the best models for the specific kind of relation involved in the query (RQ1).

7 Conclusions

In this thesis, I want to exploit existing knowledge graph embedding methods, to
improve their performance in the link prediction task and enhance their usability.

As a first step, I studied how to combine existing KGE methods to improve
their performance in link prediction task, which was shown in [7]. Our approach
facilitates the combination of the query representations from a wide range of
popular knowledge graph embedding models. In future work, we will combine
various manifolds besides combining query embeddings. Additionally, the pro-
posed approach could be applied to other tasks, e.g., use an attention mechanism
to combine different multi-hop queries [16,17].

The second step of this thesis will be to bridge between the two research areas
of database query processing and machine learning, by proposing p-SPARQL,
which integrates link prediction within SPARQL queries. This would allow using
link prediction within more complex queries, enhancing their usability.
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Abstract. An increasing amount of distributed Linked Data is being
made available at different locations, with varying formats, structures,
interfaces and availability. Making use of that data through declarative
query languages such as SPARQL requires query engines capable of exe-
cuting queries over it. Efficiently executing queries over the data requires
efficient query plans, yet prior access to the information for producing
such plans may not be possible due to the distributed and dynamic
nature of the data. Furthermore, the inability to be aware of all data
sources at a given time, following links to discover data in the form of
link traversal may be needed. Consequently, query planning and optimi-
sation may need to be performed with limited information, and the initial
plan may no longer be optimal. Discovering additional information and
data sources during query execution and adjusting the execution based
on such discoveries using adaptive query processing techniques there-
fore could help perform queries more efficiently. The aim of this work
is to explore a variety of existing or potential new techniques and their
combinations for query-relevant information acquisition and query plan
adaptation within the context of distributed Linked Data. Already prior
results from multiple studies have demonstrated the benefits of various
such techniques within or beyond Linked Data and Link Traversal Query
Processing, and this work seeks to build upon such results to realise the
benefits of various techniques in practice to tackle performance-related
challenges.

Keywords: Link Traversal Query Processing - Adaptive Query
Processing

1 Introduction

An increasing amount of data [28] is being made available on the Web following
the Linked Data principles [13,14]. The data is distributed for a variety of rea-
sons ranging from availability and performance [5] to privacy and personal data
management [39]. Making use of that data via abstraction layers in the form of
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query languages such as SPARQL [1] requires query engines capable of executing
declarative queries over distributed Linked Data.

However, without knowledge of all data sources beforehand, approaches such
as Link Traversal Query Processing (LTQP) [21-23,35] that rely on the Linked
Data principles are needed to discover data sources relevant for answering a
given query. Additionally, studies have drawn attention to the variance in the
reliability [3], availability [37], contents [28], access options [28] and transfer
rates [9] of distributed Linked Data sources, as well as the volume of the data [9].
Such variance results in a variety of challenges such as result completeness when
querying a potentially infinite Web of Linked Data [23], as well as a number of
query planning challenges with cardinality and selectivity estimation [27] and
potential order-dependent selectivities within the data [17].

While some studies have demonstrated the limited impact of local result
construction within LTQP scenarios [25], others [24,35] have demonstrated how,
even in a distributed environment with network latency, the query plan plays
a vital role in efficient data access, depending on the use case. Unfortunately,
the traditional optimise-then-execute approach relies on pre-computed statistics
to provide sufficient information for producing an optimal query plan, and such
an approach may produce sub-optimal plans in more dynamic environments or
with limited information available [18], resulting in inefficient data access during
query execution.

Within the context of distributed Linked Data, collecting and maintain-
ing sufficient up-to-date information may not be feasible due to the variance
described earlier, and some information such as data transfer rates, latencies or
source availability may not be possible to know beforehand. Furthermore, within
access controlled distributed environments such as Solid [39], the data and the
information about it may vary depending on the access rights at the time of
execution, and the owners of the data may modify it or change access permis-
sons to it at any time. Maintaining up-to-date privacy-preserving aggregations
or precomputed results on top of such data therefore requires further investiga-
tion, but through data discovery via link traversal, it will be possible to access
the up-to-date data itself at any given time while respecting the data owner’s
access control policies.

Addressing the problems of query planning with initially missing information
or statistics, unexpected correlations, unpredictable transfer rates and dynami-
cally changing data, the concept of Adaptive Query Processing (AQP) has been
introduced as a category of techniques to adapt query execution as new infor-
mation becomes available [18]. Building on prior work, I will seek to apply such
techniques and explore new ones to enable more efficient use of LTQP over dis-
tributed Linked Data.

Following this introduction, Sect. 2 seeks to provide a brief overview of AQP,
LTQP and other existing work, upon which the problem statement is built
in Sect. 3. The research methodology is outlined in Sect. 4, evaluation plan in
Sect. 5, preliminary results are described in Sect. 6 and conclusions in Sect. 7.
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2 State of the Art

The concept of Adaptive Query Processing (AQP) involves the adaptation of
query execution based on runtime feedback, in an effort to find an execu-
tion plan that is well-suited to runtime conditions [18]. Such feedback could
include, for example, information about the data being queried over [17], net-
work latency [36], source availability [3] or quality-of-service metrics [29]. To
achieve this adaptivity, a query engine can interleave planning and execution as
opposed to first planning and then executing with no interleaving [18]. For imple-
menting such feedback and adaptivity, the concept of an adaptivity loop [18] has
been identified, described as having four phases [18], with a total of five when
considering pre-plan optimisation [29]:

1. Plan pre-optimisation based on information available at the time.

2. Runtime monitoring of parameters relevant to the goals of the system,
and collection of metrics relevant for the analysis of the current plan and
execution.

3. Plan analysis, to evaluate whether the goals are being met and if anything
should be changed, and to determine whether re-optimisation should be done,
taking into consideration the cost of re-optimisation and plan migration.

4. Plan re-optimisation, to find the next optimal plan, taking into consid-
eration the techniques available for adjusting the plan and the points of it
they allow modifications at, such as materialisation points or scheduling of
operations.

5. Actuation, to implement the necessary changes from re-optimisation, includ-
ing the migration of accumulated state inside various operators such as joins.

The remainder of this section will provide a brief overview of LTQP, dataset
information acquisition methods and techniques in AQP.

2.1 Link Traversal Query Processing

Within the distributed Web of Linked Data [13,14], knowing all relevant data
sources or their supported access methods beforehand may not be possible. Fur-
thermore, initiatives such as Solid [39] seek to distribute data into personal stor-
ages with access control [15], making available and accessible data dependent on
current access permissions. Tackling some of the challenges, Link Traversal Query
Processing (LTQP) [21-23,35] offers a query execution paradigm that relies on
only the basic Linked Data principles, by following links during query execution
to discover data to query over. Unfortunately, such an approach, in addition
to posing limitations with result completeness [23], also relies on some form
of heuristics [21] or guidance [35] to efficiently discover relevant data through
chains of links, as opposed to following all links in an arbitrary order. With no
information on the data necessarily being queried over available beforehand in
LTQP, producing optimal query plans prior to query execution becomes poten-
tially infeasible, calling for adaptive approaches to adjust the execution as data
is discovered.
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2.2 Dataset Information Discovery

With query planning taking advantage of information on the data to produce
optimal query plans [18], queries over distributed Linked Data benefiting from
information on data location [5], and with LTQP benefiting from guidance in
selecting links to follow [35], acquiring such information is needed for the pur-
poses of evaluating whether one query plan or execution approach is closer to
optimal than another one, or if one data source or link should be prioritised
over another. Various approaches have been investigated for making information
about datasets available:

— Dataset summaries, such as Vocabulary of Interlinked Datasets (VoID) [§]
for describing the access methods or structural information such as the total
number of triples, distinct subjects, occurrences of predicates and similar.

— Characteristics sets [30] for estimating the cardinalities of large numbers
of joins in bottom-up query processing, with techniqus for sample-based char-
acteristics estimation [26] for datasets.

— Approximate Membership Functions (AMFs) [38], such as Prefix-
Partitioned Bloom Filters (PPBFs) [5] and the extended Semantically Parti-
tioned Bloom Filters (SPBFs) [7], already applied to reduce access to datasets
known to not contain data relevant for answering a query [7,34].

— Locational Indexing [5,6], for efficiently locating data relevant for answer-
ing a query in a distributed environment.

— Shape Trees [31], Solid Type Index [42] or other techniques of summaris-
ing locations of data within a data source, to help efficiently locate relevant
data.

2.3 Query Adaptation Techniques

Through adaptation of the query execution, advantage can be taken of newfound
information. While the techniques proposed for implementing adaptivity differ
in their level of interleaving between query execution, plan exploration and plan
modification, two main approaches have been identified [18]:

— Inter-query adaptivity as the adaptation of subsequent query executions.
While such an approach could be a natural next step for systems following
the optimise-then-execute paradigm, imposing limited runtime overhead, it
may prove insufficient or of limited benefit in environments where subsequent
queries have little in common, or where the costs of operations or the char-
acteristics of the data change frequently.

— Intra-query adaptivity, where the execution of a query is adapted on-
the-fly during execution, calling for techniques that can accommodate such
adaptation at runtime. This will also be the main focus of this work.

While different categorisations exist [2,27,29] for implementations of intra-
query adaptivity, five major approaches could be identified across them as a
compromise:
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— Operator-internal techniques, using the implementation of a logical oper-
ator to achieve adaptivity, without requiring changes to the logical query
plan. Techniques such as Symmetric Hash Join (SHJ) [28,41]|, XJoin [36],
MJoin [19] and Adaptive Group Join (agjoin) [3] could fit this category.

— Data partitioning techniques, to process different parts of the data dif-
ferently in a fully pipelined environment, effectively applying different query
plans on them, such as on a tuple level. Techniques such as Eddies [2,12],
State Modules (SteMs) [32] and STAIR [17] could fit this category.

— Plan partitioning techniques, to alter the plan at blocking operators or
materialisation points, to delegate subplan selection from planning to exe-
cution phase, if sufficient information to select one is unavailable prior to
execution [16].

— Scheduling-based methods, attempting to hide delays or produce results
faster by rescheduling parts of the logical query plan based on intermediate
results or unexpected delays. Techniques such as query plan scrambling [9)
could fall within this category.

— Redundant-computation methods, to execute multiple plans simultane-
ously until the best-performing one is found and the others are termi-
nated [11].

3 Problem Statement and Contributions

Building upon the existing work in Sect. 2, this thesis will aim to overcome the
challenges of traditional query processing outlined in Sect. 1 through the use of
adaptive techniques to achieve efficient Link Traversal Query Processing over
dynamic distributed Linked Data with no prior knowledge of the data available
prior to execution, while also being able to take advantage of any information
made available through dataset descriptions. The research questions of this work
are the following:

— Question 1: Assuming no prior knowledge about the data being queried over,
how and what type of information can be discovered during query execution?

— Question 2: Taking advantage of newfound information during query exe-
cution, what type of new or existing techniques and approaches improve the
query execution?

— Question 3: What kind of impact can be achieved through the various tech-
niques? How do they affect the execution of the query, on their own or com-
bined?

These research questions have inspired the following hypotheses:

— Hypothesis 1: It is possible to obtain sufficient information during query
execution to produce an improved version of the initial plan. On average, it
will take less time to migrate to the new plan and execute it than it would
to finish with the initial one.
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— Hypothesis 2: The execution time can be reduced by an order of magnitude
by introducing a minimal amount of information about the data, for example
approximate cardinality estimates.

— Hypothesis 3: The information used to guide query planning need not be
accurate, as long as it is a step towards more accurate information compared
to having no information available at all. That is, Hypothesis 2 holds even
with inaccurate information.

— Hypothesis 4: Through the use of information available on the data being
queried over, together with techniques in adapting the query execution, results
can be produced not only faster overall, but also at a more stable rate over the
execution of the query. That is, the delay between subsequent results remains,
on average, constant. Without the techniques applied, this is expected to not
be the case.

The base assumption behind the hypotheses is that, without any prior knowl-
edge of the data, the query engine will produce sub-optimal query plans with
trivial errors such as inefficient join orders. Thus, provided but a mere inkling of
information slightly indicative of the correct direction, the engine shall already
succeed in avoiding such trivial errors and perform an order of magnitude
faster. Additionally, applying adaptive techniques should help alleviate any issues
within a distributed environment and provide more efficient access to relevant
data, helping the engine produce results both faster and at a more constant rate
over the duration of the execution.

4 Research Methodology and Approach

Following Sect.3 and Sect.1, the aim of this work is to build upon existing
research to enable efficient querying with LTQP over distributed Linked Data in
practice with no prior knowledge available. This is to be achieved by applying
techniques for discovering information about datasets at runtime, together with
those for adapting the query plan to take advantage of that information.

The approach will involve the following steps, with prototype implementa-
tions and their evaluation outlined in further detail later in Sect. 5, as the overall
evaluation revolves around them:

1. Review of techniques and approaches, to discover existing ones using
publications freely available online. This is to include publications both within
and beyond the context of LTQP or distributed Linked Data, as deemed rel-
evant, to discover also techniques not previously applied to LTQP, if any.
For example, there may be techniques in querying over traditional relational
databases or streams that could be of interest. Furthermore, standards, stan-
dards drafts and prototype implementations involving techniques of interest
are to be considered.

2. Identification of approaches of interest, both existing and novel new
ones as they are dicovered, and their **prototype implementations**. The
aim is to establish an understanding of applying such techniques in practice.
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Evaluation of the techniques based on their prototype implementations,
to establish an understanding of the impact they have on their own and in
combination with each other.

Summarisation of results throughout the process as they are discovered,
to contribute to the field of Semantic Web research by providing insights into
adaptive LTQP over distributed Linked Data.

The value of the research is to be found in the exploration of a variety of

AQP techniques within LTQP over distributed Linked Data in particular. Such
investigation has been deemed interesting in existing work [35]. The contribu-
tions of this work should help take the next steps towards the use of LTQP

in

practice, by providing meaningful results and reusable implementations for

practical applications.

5

Evaluation Plan

For evaluating the elements of this work, various techniques will be applied
through prototype implementations that are evaluated both on their own when
possible and in combination with each other as deemed appropriate:

Prototype implementations will be built upon a modular open-source
SPARQL query engine [33]. Such a query engine has previously been used [35]
in LTQP for evaluating approaches, and should therefore prove adequate for
this purpose.

Evaluation will be done using established benchmarking datasets such as
the LDBC Social Network Benchmark [10,20], having also been previously
adapted for and used with LTQP [35] within the context of Solid [39]. Other
benchmarks or reproducible real world datasets will also be considered as
deemed interesting, assuming they can be adapted for use with Linked Data.

Drawing inspiration from existing work on LTQP, Linked Data and AQP,

metrics such as the following are to be considered to understand the impact of
the techniques:

Result completeness, to ensure fair evaluation between techniques, should
they produce different results. While not expected, this will be controlled.
Number of network requests done by the query engine to produce a set
of results. Existing work has demonstrated how the same set of results can
be produced with fewer network requests using specific techniques (34, 38|.
Server and client load, in the form of processor and memory utilisation.
Existing work has demonstrated how decreases in resource consumption on
one side can be attained at the expense of the other side [40], and therefore
any tests should take into consideration both sides.

Delay before initial query results, as some techniques or implementations
may result in delays prior to producing initial results [34].

Rate of producing results, to determine how different techniques affect
the intervals between intermediary results or the total execution time.
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The last two metrics can be explored via the diefficiency [4] approach,
designed to help measure the efficiency of a query engine over time. Such a
technique should prove interesting to compare the impact of various techniques
over time, and has also been previously applied [35] within the context of LTQP.

Through the observation of these metrics, it should be possible to confirm or
reject specific instantiations of the hypotheses presented in Sect. 3.

6 Preliminary Results

Thus far, preliminary results from an initial review of approaches are available,
laying the foundation upon which to build the rest of the work. While an overview
of the those results has been outlined in Sect.1 and Sect. 2, the aim is to pro-
duce a comprehensive summary at a later stage. Envisioned immediate future
work includes the use of some adaptations of Prefix-Partitioned Bloom Filters
(PPBFs) [5] within the context of LTQP and Solid, as well as exploratory pro-
totyping with an Eddies-inspired query engine architecture. Additionally, exper-
iments are ongoing on the use of VoID [8] descriptions of datasets for join order
optimisation, with mixed initial results using a two-phase join ordering method-
ology of initial zero-knowledge order followed by order based on initial informa-
tion.

7 Conclusions

Through the application of dataset information discovery and AQP techniques,
I aim to enable efficient LTQP over distributed Linked Data, without relying
on pre-made indexes or summaries, although such indexes and summaries will
still provide added value for query processing. This will ultimately enable more
efficient use of resources throughout the Web of Linked Data, while also making
the data more accessible.
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Abstract. Decentralized storage of data is gaining increased attention
as a means to preserve privacy and ownership over personal data. Simul-
taneously, the share of streaming data on the Web and other applica-
tions, e.g. Internet of Things, continues to grow. The large, uncoordi-
nated amount of data streams within these applications requires meth-
ods that can coordinate them, especially when a central authority is
lacking. We aim to perform said coordination via stream reasoning,
using rules and facts to combine and derive information. Decentralized
networks, however, present new problems for stream reasoning not yet
(fully) addressed in the literature. This includes added expressivity for
network heterogeneity, cross-storage referencing and schema variation,
out-of-order arrival of data and variance in the representation of time.
We aim to propose theoretical solutions that address challenges on tem-
poral expressivity within the network, on out-of-order processing and on
the alignment of temporal ontologies. Ultimately, this research aims to
provide a solid formal basis for the processing of unbounded streaming
data across different data vaults.

Keywords: Decentralized Data Processing + Stream Reasoning -
Formal Language

1 Introduction

Recent years have seen increased attention towards decentralized systems, in
particular a possible decentralization of the existing Web ecosystem [28]. By
decentralizing data and putting access control in the hands of the end-user,
rising topics, such as data silos, data ethics and data legislation, can be tackled
from a fundamentally different angle. SOLID [29] positions itself as a set of
specifications for design of personal data vaults and their content, in which each
user, i.e. the vault owner, determines who gets access to which data. Standards
set by SOLID are based on existing Semantic Web standards and make explicit
use of Linked Data. By providing an alternative for the current centralization of
data, the SOLID initiative opens up the possibility of a shift in data storage and
processing from centralized to decentralized. Both governmental and industrial
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actors have expressed interested in this novel technology and have committed
to development of large-scale applications including healthcare and employment
domains [7,10].

Following these developments, derivation of meaningful insights requires the
processing of data distributed over a large amount of (relatively) small, decen-
tralized data vaults. This poses distinct technical challenges. When end-users
have control over data in their own data vault, those users will naturally pub-
lish and handle their data in different ways, interpret the same information
differently and express that information in ways that make the most sense for
them personally. To deal with this heterogeneity in data, Solid uses Semantic
Web specifications to make this difference in meaning explicit. The contents of
a SOLID vault consists of documents of Linked Data for which ontologies are
used to express the metadata of these documents and data, indicating how it
should be interpreted by processing applications. Additionally, one vault can
refer to information inside other vaults, leading to cross-storage referencing of
information. As in a decentralized environment each vault owner can use their
preferred ontologies to express these semantics, Semantic Web reasoning tech-
niques are required to align these schemas and thus meaningfully combine data
from multiple data pods.

Within this ecosystem of decentralized data vaults, we turn our attention
towards one type of data, being streaming data. Streaming data is the con-
tinuous flow of real-time information. The continuous nature of this stream of
data implies collected data will never be ‘complete’ and is unbounded, thus
at no point in time can one claim to have collected all data. Streaming data
has become omnipresent. As expressed by IDC, the portion of real-time data
is expected to climb to 30% of the global datasphere by 2025 [15]. It can be
found in Internet of Things (IoT), on social media platforms, stock markets,
video games and many others. In most uses cases, streaming data is character-
ized by a high velocity, where data arrival oftentimes invalidates previous data.
This rapid turnover demands frameworks that can express the temporal aspects
of the data and techniques that can process said data as efficiently as possible.
These challenges related to streaming data are not tied to specific applications,
but are inherent to data streams and processing thereof. The research field that
addresses how to reason upon heterogeneous data streams, as well as their rep-
resentation, abstraction and integration in applications, is referred to as stream
reasoning (SR) [8,9,14].

In a decentralized environment, dealing with streaming data becomes even
more challenging. As discussed earlier, users retain a high degree of freedom
in their choice to store, publish and semantically annotate their data. Specif-
ically for streaming data, users may employ different notions and structures
when it comes to expressing temporal information. A multitude of Temporal
Logics (TLs) and temporal processing techniques, called stream reasoning, have
emerged to handle various needs of ontology designers and users with respect to
temporal expressivity [9]. In a decentralized environment, these different ontol-
ogy designs are allowed to coexist and are not subjected to design constraints
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issued by a central authority. In the example given by Fig.1, vault B uses an
ontology (depicted as graph) different from the ones used in vaults A and C.
In order to facilitate information exchange within peer-to-peer networks, these
different temporal semantics need to be aligned to avoid conflicts or miscommu-
nication. As the temporal semantics employed within a data vault can change
over time, (re)alignment also needs to be flexible enough to handle such changes.
We identify this alignment of different temporal semantics across data vaults as
our first challenge, the challenge of (A) time-oriented schema alignment.

In order to perform such time-oriented schema alignment, we aim to design
sets of mappings between different temporal schemas. These mappings must
therefore take into account the time at which information holds, as well as the
‘source’ of the information, i.e. the vault. To facilitate these mappings, we aim to
identify a logic framework that can capture various different temporal schemas
(and hence semantics). This framework thus needs to have a high expressivity.
Our second challenge is therefore the search for (B) a formal logic framework
for decentralized stream reasoning. This includes exploring the applicability of
existing frameworks to streaming data in a decentralized system, as well as the
development of a novel framework that aims to better suit the new system’s
needs if no existing framework covers all needs.

Lastly, the velocity of data arrival in the personal vault may differ drastically
between streams due to factors such as data vault transmission rates, server
location with respect to the data source, bandwidth availability and others. Due
to different arrival frequencies, data may not arrive in a chronological order in
the vault. An example is given in Fig. 1, where vaults A and B each start an
identical stopwatch simultaneously and transmit its advancement to a third vault
C. A delay on connection A-C' leads to double the transmission time compared
to connection B-C, leading to an order of arrival that differs from the true order
of events. Applications performing real-time processing of the data in vault C,
will thus be faced with out-of-order arrival of data. Additional techniques are
required to restore order to the incoming data or new techniques are needed.
Our challenge consists of designing (C) algorithms for out-of-order processing
that make optimal use of the decentralized architecture.

X

Order of arrival in C

.

t ty fo Time

Fig. 1. An example decentralized network with out-of-order arrival in C' when A and
B start transmitting stopwatch times simultaneously to C', with a delay over the con-
nection A-C. In addition, the ontologies of A and C differ from B’s.
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To solve the above elaborated three challenges, my Ph.D. research will mainly
focus on theoretic, logic-based aspects of reasoning on streaming data in an envi-
ronment of decentralized data storage — in short decentralized stream reasoning’.
I will thereby aim to (i) design a logic framework that will serve as a formal basis
for a high-level declarative language for decentralized SR, (ii) provide a set of
algorithms to tackle challenges in stream processing specific to the decentralized
setting, (iii) provide proofs of the theoretical properties of proposed framework
and algorithms, and (iv) explore incremental and caching approaches for real-
time continuous schema alignment. With the proper expressivity and techniques
at their disposal, developers are equipped to maximally leverage the potential
of the decentralized Web. The abstract nature of the research aims to provide a
theoretic fundament upon which virtually any application domain can function.

2 State of the Art

Based on the identified challenges, three areas of related research are elaborated.

2.1 Formalism for Decentralized Stream Reasoning

Multiple research domains have developed methods for handling streaming data.
The ambition of an abstract basis for reasoning, and in particular SR, has been
pursued in multiple directions. DLs have been extended to accommodate for
SR, resulting in Linear Temporal Logic (LTL), Metric Temporal Logic (MTL)
and others, at times grouped under the term Temporal Description Logics
(TDL) [12]. The temporal expressivity for each of these TDLs differs due to
different choices in semantics. Recent advancements aim to further extend the
expressivity. In the work of Gutiérrez-Basulto et al. [12], aspects of LTL and MTL
are taken to provide a layer of abstraction that merges qualitative constraints
(e.g. event A happens before/after event B) and an explicit quantification of time
to obtain a more potent logic for temporal reasoning. Temporal Logics have
also been incorporated in rule languages, for example DatalogMTL [30] adds
temporal operators from MTL into Datalog, enabling DatalogMTL to address
challenges that require temporal reasoning, while taking advantage of the recur-
sive properties of Datalog. A lack of formalisation of languages for SR has been
pointed out by Beck et al. [5]. With LARS, these authors propose a model-based
semantics that is closely linked with the theory of Answer Set Programming
(ASP) [5]. The Semantic Web query language SPARQL has been extended in
the form of C-SPARQL and CQELS [4,17]. Both of these extensions introduce
windowing mechanisms to SPARQL. Via LARS, these window mechanisms are
given a formal basis. A formal basis allows us to analyse theoretical properties,
such as model checking and satisfiability. LARS programs can also be seen as a
generalization of answer set programs [5]. The close link between LARS and ASP

1 ¢decentralized’ refers to the manner in which data is stored. No preliminary assump-
tions are made regarding the execution of the reasoning itself.
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semantics allows for cross-analysis and comparison between the two frameworks.
Eiter et al. [11] adapted the LARS framework to suit networks with distributed
decision-making components. The networks with distributed reasoning consid-
ered by Eiter et al. [11] share similarities to the networks of decentralized data
storage considered in Sect. 1. The methods for stratification of the reasoning pro-
cess can serve as inspiration for similar processing methods in the decentralized
storage network.

2.2 Decentralized Time Semantics

As mentioned in Sect. 1, out-of-order arrival of data raises questions on timing
of processing, especially when delay times are variable across streams and hard
to predict. Results can be invalidated by arrival of ‘late’ data or may require
incremental updates. Akidau et al. [1] provide a layer of abstraction for stream-
ing and batch data as part of the Dataflow model. Analogously, Apache Flink
merges batch processing, continuous streams and real-time analytics under a sin-
gle stream processing model [6]. The Open Data Fabric, introduced in Mikhto-
niuk and Yalcin [20] makes explicit use of Apache Flink to demonstrate its poten-
tial as decentralized exchange protocol for structured data. Both Dataflow and
Apache Flink rely on watermarks to monitor divergence of event time and pro-
cessing time and to (re)introduce order in case of out-of-order arrival. The added
complexity of using watermarks is minimal in settings with limited distributed
computing and homogeneous delays on data arrival. Watermarks, however, are
used in conjunction with windowing [2]. The use of windowing, however, pre-
vents continuous semantics. Current SR languages do not yet offer solutions that
are able to preserve continuous semantics [26]. Lastly, LDQL provides semantics
that allow link traversal in a Web of Linked Data for querying [13]. Semantics of
link patterns allow for evaluation of data distributed over multiple documents.
It is therefore suited to capture knowledge distributed over data vaults.

Internet of Things (IoT) systems face similar problems as systems on a decen-
tralized Semantic Web. The issue of timing alignment noted in Marinier et al. [19]
and Tu et al. [27] shows a resemblance to the out-of-order processing problem
we aim to address. From the perspective of a processing agent, disparity in
data generation rate of the various IoT sources and network heterogeneity on
the decentralized Semantic Web induce similar patterns of out-of-order data.
The decentralized Semantic Web, however, requires peer-to-peer communica-
tion, compared to IoT systems where there is often one ‘authoritative’ process-
ing agent (or multiple). This authoritative figure can impose some uniformity,
whereas in decentralized environment no such figure exists. This lack of a single
authority has implications for the ways in which problems, such as alignment,
can be solved. Nonetheless, research in the field of IoT that addresses timing
alignment may serve as a starting point for solutions in a decentralized SR con-
texts. Our interest goes out to the ISDI architecture proposed by Tu et al. [27],
as it addresses both out-of-order data as well as data integration from multiple
sources, akin to our problem of real-time schema alignment.
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2.3 Time-Oriented Schema Alignment

In order to express temporal information, either in absolute terms or in rela-
tive to other pieces of information, existing ontologies have seen temporal exten-
sions [21,32] and newly developed ontologies have incorporated temporal aspects
directly [18]. Specifically for OWL, Abir et al. [32]introduces methodology for cre-
ating and updating ontology as well as ontology instances. Furthermore, Krieg-
Briickner et al. [16] details how Generic Ontology Design Patterns (GODPs) can
be employed to introduce time into previously atemporal ontologies. Work on
schema alignment specifically geared towards time and temporal concepts were
not discovered during exploratory research. Alternatively, recent survey works
on ontology alignment, such as Ardjani et al. [3], may serve as a starting point
for the development of tailored alignment techniques.

3 Problem Statement

The current state-of-the-art on SR focuses mainly on centralized systems. The
overall objective of my research is to provide a formal basis for SR in decentral-
ized systems. The research questions below each aim to support different aspects
of this decentralized SR.

RQ-I Declarative language for stream reasoning in a decentralized
environment. Decentralized data storage complicates tasks of data
retrieval and processing that befall query engines and reasoning agents.
Our attention goes out to three factors; (a) variation in data due to
different schemas, (b) heterogeneity between vaults in data generation
speed and (c) cross-storage referencing of information. Starting from
logic languages and frameworks underpinning existing declarative lan-
guages, can the ones addressing these factors separately be combined
into a single logic language that address all three factors, satisfying chal-
lenge (B) considered above? Can a declarative language be constructed
that is sufficiently high-level, to hide system complexity and process
details from the end-user? Lastly, can the semantics be formalized to
ensure a uniform interpretation of the language in case of a multi-agent
network?

RQ-II Decentralized time semantics and out-of-order processing.
Given challenge (C) of processing streaming data in a decentralized
environment, what heuristics can be constructed in order to process
data that arrives out-of-order? How can results be updated when data
arrives ‘late’, or how do previous results need to be invalidated?

RQ-IIT Formal proof of the functionality of language and algorithms
designed. Is the language for decentralised time semantics sound and
complete? If not, do there exist fragments of the language that meet these
criteria? Can the correctness of the algorithm(s) be guaranteed? What are
the theoretical time and memory complexities of the algorithms? In con-
trast to the other RQ’s, RQ-III does not address a specific challenge stated
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in Sect. 1, but rather serves to verify the validity of the answers to RQ-1I
and RQ-II, thus implicitly supporting challenges (B) and (C).

RQ-IV Time-oriented schema alignment. As data providers are free to
choose in what schema their data is stored, a reasoning process over
a decentralized network of data providers is inevitably confronted with
different semantics and representations of time. In the interest of the
time-oriented schema alignment of challenge (A), how can different time
schemas be aligned in real-time fashion, with minimal delay towards
network users? Can the most common schemas on the Web be aligned
to allow for reasoning on all available data? If a temporal logic frame-
work can serve as a layer of abstraction over different schemas, how do
different schemas then map to said abstraction layer?

4 Research Methodology

To ensure our envisioned new formalism builds upon the existing research, I aim
to analyze the existing work on formalisms for SR, as elaborated in Sect. 2, via
the format of a survey paper. This survey paper should provide insight into the
expressivity of current formalisms, as well as missing links with respect to their
usability in a decentralized environment.

The research done in the context of this survey paper aims to serve as a
gateway towards tackling the challenge of RQ-I. The construction of the new
framework is divided in multiple components. First, a fitting selection of tem-
poral semantics must be assessed. Point-based, interval-based, answer set and
other semantics each have distinct properties, degrees of complexity and influ-
ence data on a different level. The choice of temporal operators within those
semantics also strongly influences the kind of temporal relations that can be
expressed. The first task thus encompasses selection of semantics that meets the
expressivity needs covered in RQ-I. Second, the formalism needs to capture cho-
sen semantics in the appropriate mathematical structures, i.e. terms, formulae,
models etc. Lastly, entailment regimes for resulting formulae need to be defined
intuitively yet unambiguously. In these three components, a high degree of math-
ematical rigor is crucial. It serves to formally document semantics, as to allow
interoperability between agents, and to enable the proofs pledged by RQ-III.

Regarding the design of algorithms for out-of-order processing and decen-
tralized time semantics (RQ-II), the primary focus goes out to the development
of heuristics. Due to the high volatility of the data and their high degree of
unpredictability, rapid approximations made by heuristics are preferable from a
practical perspective. The algorithms should make optimal use of the semantics
defined through RQ-I. By exploiting the increased expressivity, the algorithms
should aim to strike a balance between the accuracy of the answer and the com-
putational power it requires. As the increased volatility and the data distribution
encumber the direct application of watermarks, an adaption or generalization of
watermarking offer an opportunity for novel out-of-order processing techniques.
The design of the algorithms is performed in alternating fashion with the cor-
rectness proofs of RQ-III, in a ‘check-and-improve’ iterative fashion.



284 M. van Noort

On RQ-III, existing results on soundness and completeness of languages are
leveraged maximally in order to prove the sound- and completeness of the decen-
tralized time semantics given by RQ-I. This includes the direct application of
existing theoretical results, the translation of (fragments of) the new language
into a language with documented results and the recuperation of proof method-
ology. An analogous methodology will be applied for the proofs regarding the
algorithms considered in RQ-II. In cases where no existing results on soundness
and completeness can be leveraged, conventional methods in the analysis of cor-
rectness and complexity will be enlisted. The ultimate approach for RQ-III is
evidently heavily reliant on the outcomes of RQ-I and RQ-II.

As schema alignment is a broad research topic, we aim to limit the topic of
schema alignment in this thesis to alignment of temporal concepts. We aim to
identify possible areas of conflict, e.g. discrete vs. continuous time and interval-
vs. point-based semantics, and aim to utilize the framework from RQ-I to con-
struct mappings between the various semantics. By using said framework as a
‘turntable’ between semantics, discrepancies in expressivity can be exposed and
investigated.

5 Evaluation Plan

The results of this research will primarily be evaluated through the analysis of
theoretical properties. In essence, the evaluation of RQ-I and RQ-II is in part
incorporated in the RQ-III. The proofs on soundness and completeness of the
proposed framework (RQ-I) aim to support the suitability of the framework and
to verify the quality. In order to assess usability of the framework — or fragments
thereof —, we will determine the decidability (or undecidability) of the system.

Analogously for the proofs concerning the algorithms of RQ-II, the (partial)
correctness assesses their usability. The time and memory complexities of the
algorithms serve as metrics to gauge their competitiveness w.r.t. existing algo-
rithms for centralized systems as well as their applicability in real-life use cases.
In addition to these theoretical results, the algorithms will be implemented as
part of larger use cases in an e-health context, using the datasets and ontologies
provided by the DAHCC project [24].

The techniques for real-time schema alignment will be evaluated in terms of
data processing time and required computational power. Possible benchmarks
to consider include those adopted by the Ontology Alignment Evaluation Ini-
tiative [31], in which case the exact benchmark will be identified among those
available at the time of evaluation, taking into account the relative niche of the
application domain (streaming data in Linked Data networks with decentral-
ized data storage) Geared toward the SOLID environment, the SolidBench [25]
benchmark simulates a social network environment in which we can evaluate the
schema alignment techniques. The suitability of each of the benchmarks above
will need to to be investigated further.
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6 Preliminary Results

I commenced the research of my Ph.D. on decentralized stream reasoning in
September 2022. The results thus far are hence limited. They can be divided
into two main areas. On the one hand, preparatory work on the survey paper
has led to a temporary selection of 13 papers between the years 2018 and 2022
that fall within our scope of SR formalisms. As the field of SR is relatively
young [22], inclusion of sources from the domains of ASP and IoT is taken into
consideration. Among the sources gathered to date, there are none who address
the topic of decentralized data storage explicitly. Expectation is to progress
towards publication in a fitting peer-reviewed journal by the end of 2023.

On the other hand, some exploratory work has focused on evaluation of tem-
poral operators. I have obtained first results on defining relations between various
temporal logic operators currently in use in the literature. These results focus
on rewriting operators expressing statements such as ‘... happened (at least)
once before’, ‘... will always be true in the future’ (& and H resp.) and others in
function of each other without reliance on a negation operator. As a result, this
work aims to provide a minimal set of temporal operators that retains temporal
expressivity in negation-less logic frameworks (or fragments thereof) compared
to frameworks with negation. These negation-less frameworks can be used to
model languages such as RDF and Datalog, which have only limited support
for negation (e.g. stratification). The results also streamline new proofs as they
only need to cover a smaller set of operators. This scopes within RQ-I as a
means of exploratory research, as well as within RQ-III as provision of poten-
tial auxiliary lemmas for the intended proofs. These results are currently being
bundled for submission to the Conference on Principles of Knowledge Represen-
tation and Reasoning [23].

7 Conclusions

In the above, I outlined the research plan for my Ph.D. where I aim to provide
a formal basis for SR in a Semantic Web environment with decentralized data
storage. Via the four research questions, I identified specific challenges within the
environment and delimited the manner in which this thesis aims to address these
challenges. The state-of-the-art presented in Sect. 2 covers relevant research, list-
ing work from within the fields of Semantic Web and stream reasoning as well as
several works, taken from other research fields, that address similar challenges.

As this thesis focuses heavily on the theoretical aspects, future work will be
on the implementation and empirical evaluation of the outcome of this research.
This also includes enlisting the theory in more use cases, preferably covering a
wide variety of application domains.
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Abstract. Business intelligence and analytics refers to the ensemble of
tools and techniques that allow organizations to obtain insights from big
data for better decision making. Knowledge graphs are increasingly being
established as a central data hub and prime source for BI and analytics.
In the context of Bl and analytics, KGs may be used for various ana-
lytical tasks; the integration of data and metadata in a KG potentially
facilitates interpretation of analysis results. Knowledge Graph OLAP
(KG-OLAP) adapts the concept of online analytical processing (OLAP)
from multidimensional data analysis for the processing of KGs for ana-
lytical purposes. The current KG-OLAP implementation is a monolithic
system, which greatly inhibits scalability. We propose a research plan for
the development of a framework for distributed and parallel data process-
ing for KG-OLAP over big data. In particular, we propose a framework
for KG-OLAP over big data based on the data lakehouse architecture,
which leverages existing frameworks for parallel and distributed data
processing. We are currently at an early stage of our research.

Keywords: business intelligence + analytics + big data * online
analytical processing

1 Introduction

Business intelligence (BI) and analytics refers to the ensemble of tools and tech-
niques that allow organizations to obtain insights from big data for better deci-
sion making. Big Data, in turn, refers to large and complex datasets that cannot
be directly processed using monolithic (traditional) data processing systems [20].
The main characteristics of big data are referred to as the five Vs [20]: volume,
velocity, variety, variability, and value. Volume refers the large amount of data
being created. Velocity refers to how fast new data is being generated. Variety
refers to the different formats of the generated data. Variability indicates that
data may be interpreted differently depending on the source. Finally, value refers
to the capability of turning the data into real value. Among those, volume, veloc-
ity, and variety are arguably the central characteristics, which are also referred
to as the three Vs of big data [16].

The concept of knowledge graph (KG), with its origins in knowledge rep-
resentation and reasoning, is increasingly being established as a central data
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hub and a prime source for BI and analytics. A KG organizes knowledge about
real-world entities, including their relationships, using a flexible, graph-based
representation [11,13]. A KG is often constructed from a wide variety of poten-
tially large-scale sources [11,13]. A KG typically comprises both terminological
(ontological) and assertional (instance) knowledge. In other terms, a KG stores
data and metadata in an integrated fashion. In the context of BI and analytics,
KGs may be used for various analytical tasks, including link prediction, symbolic
learning [11] and machine learning [28]; the integration of data and metadata in
a KG potentially facilitates interpretation of analysis results.

Knowledge Graph OLAP (KG-OLAP) adapts the concept of online analyt-
ical processing (OLAP) from multidimensional data analysis for the processing
of KGs for analytical purposes [24]. KG-OLAP organizes KGs into different,
hierarchically structured contexts—the KG-OLAP cube. Each cell of the cube
constitutes a context for KG statements. KG-OLAP then allows for two types
of operations: contextual and graph operations. The current KG-OLAP imple-
mentation is a monolithic system, which greatly inhibits scalability: As the KG
grows the system will start suffering from performance issues.

In this paper, we propose a research plan for the development of a framework
for distributed and parallel data processing for KG-OLAP over big data. Such a
framework must be able to ingest large volumes of data arriving at high velocity
from a variety of sources. The framework must further allow for the extraction
of KGs from the ingested data and the efficient use of the extracted KGs for
analytical purposes. In particular, we propose a framework for KG-OLAP over
big data based on the data lakehouse architecture [3], which leverages existing
frameworks for parallel and distributed data processing, e.g., Apache Spark and
Apache Kafka.

We are currently at an early stage of our research. We have surveyed the
relevant state of the art and identified the main research objectives. We have
obtained preliminary results regarding the design and implementation of a data
lakehouse for KG-OLAP, which supports ingestion of large volumes of a variety
of source data arriving at high velocity. More research needs to be done regarding
efficient use of KGs extracted from the ingested data.

The remainder of this paper is organized as follows. In Sect. 2 we review the
state of the art. In Sect.3 we state the problem to be solved and describe the
contributions of our research. In Sect. 4 we present the research methodology and
approach. In Sect. 5 we discuss evaluation of our research. In Sect. 6 we present
preliminary results. We conclude the paper with Sect. 7.

2 State of the Art

KGs are a form of structured representation of real-world knowledge and facts.
A KG consists of entities (real-world objects), relationships between entities, and
semantic descriptions of entities and relationships [11,13]. A KG is frequently
presented as factual triple using RDF (Resource Description Framework) but
it can also be represented as directed graphs with nodes as entities and edges
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as relations [13]. Some modern graph database system uses Labeled Property
Graphs (LGP) to represent graphs [11], a graph property is a “directed multi-
graphs where the nodes and edges may be associated with a set of key-value pairs
properties” [10]. Knowledge-aware models benefit from Knowledge Graphs rep-
resentation characteristics such as the integration of heterogeneous information,
rich ontologies, and semantics. Many real-world applications, such as Google’s
knowledge Graph, took advantage of Knowledge Graphs and have shown a strong
capacity to provide efficient services [13]. Several fields of research have emerge
on the topic of KG, including Knowledge Representation Learning, Knowledge
Acquisition, Temporal Knowledge Graphs, and Knowledge-Aware Applications
[13]. KG analytics refers to application of analytics algorithm to KG in order to
gain insights and discover connections, several type of analytics can be applied,
for instance centrality analysis, community analysis, graph summarization, and
etc. [11]. Big Knowledge (BK) refers to massive sets of knowledge, the most
important properties of BK (referred to as 5 MC) are: Massive knowledge ele-
ments (MC1), massive well-connectedness between knowledge elements (MC2),
massive clean data resources (MC3), massive cases (MC4), and massive confi-
dence (MC5) [18]. According to Lu et al. [17], any BK that has at least 100 000
concepts, 10 million entities, and millions to billions of facts, with at least a 90%
precision, is considered a BKG.

OLAP refers to the mining or extracting of information or knowledge from
a large amount of data and it can work on any kind of data [29]. In OLAP,
a multidimensional data set is the unit of data consisting of dimensions and
measures of a certain members [29]. Contextualized KG refers to a KG in which
the entities are enriched with context metadata such as time and location [24].
The multidimensional hierarchical nature of context offers significant similarities
of the multidimensional model of OLAP.

SANSA is a scalable semantic analytics stack used to process large scale
RDF data and provide a unified framework for KG based application [12]. The
Databricks Lakehouse Platform provides an online platform for data engineer-
ing using elements of data warehouses such as governance and performance [5].
Stardog is an enterprise knowledge graph platform that can model complex
relationships against data that is wide and big and perform graphs operations
[26]. Heaven Ape (or HAPE) is a programmable big knowledge graph platform
to support the creation, management, and operation of large to massive scale
knowledge graphs. [17]. Kona et al. [15] describe a method to use KG to add a
semantic data layer for Databricks using Databricks Data Lakehouse platform [5]
and Stardog [26]. The Lakehouse platform offers a multi-cloud platform for data
analytics artificial intelligence and the Stardog platform offers knowledge graph
capabilities to model complex relationships against large dataset. The resulted
hybrid is a system which has the data warehouse/lakehouse analytics capabili-
ties and knowledge graph representation capabilities for reasoning and complex
analytics. Gassauer-Fleissner et al. [9] refer to another use case, where Amazon
EKS and Graph database are used to create a knowledge graph based system
to analyze big data for financial crime discovery. Trinity [25] is a distributed
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graph engine built on top of distributed memory storage (memory cloud). Trin-
ity aim to perform online and offline queries efficiently by addressing random
data access issue using cloud based memory infrastructure. The article shows
that using distributed infrastructure technologies, trinity is able to serve variety
of queries efficiently and in reasonable time.

Recently, we have seen many advancements in the fields of cloud computing.
Microservice is defined to be an independently deployed architectural compo-
nents that are used for the development of distributed applications, they are
small in size as they implement a single responsibility [7]. Containerization
enables running applications isolated with their dependencies in their own con-
tainers [21]. Containers are more lightweight and faster than virtual machines
(VM) because containers provide virtualization at the operating system level
instead of fully virtualizing the physical server. Kubernetes is an orchestration
platform for deploying containerized large software. Docker and Kubernetes com-
plement each other. Docker is responsible for lower-level tasks, where Kubernetes
responsible for higher-level tasks [22].

3 Problem Statement and Contributions

In general, the proposed research will investigate the use of KGs as the basis for
BI and analytics. Effective BI and analytics must be able to efficiently handle
large volumes of a variety of data arriving at high velocity—the key characteris-
tics (3 Vs) of big data. Therefore, employing KGs for analytical purposes requires
a corresponding processing framework that must be able to handle big data as
the source for the KGs. We identify the following requirements for a processing
framework that leverages KGs for BI and analytics.

1. The framework shall be able to ingest large amounts of a wide variety of
source data arriving at high velocity.

2. The framework shall allow for the extraction of KGs from the ingested source
data.

3. The framework shall be able to efficiently process the extracted KGs for
analytical purposes.

KG-OLAP [24] provides a conceptual fundamental for leveraging KGs for BI
and analytics, comprising a multidimensional data model and query operations
for working with KGs, but the existing monolithic, SPARQL-based implementa-
tion of KG-OLAP cannot cope with big data. The monolithic KG-OLAP imple-
mentation is limited regarding how large the dataset can grow for the system
to be still able to answer queries with reasonable response time. The mono-
lithic KG-OLAP implementation could be scaled vertically to some extent, by
adding more memory and processing capacity to the server, which is expensive
and inefficient. Regarding horizontal scaling, while independent instances of the
monolithic KG-OLAP implementation could run on separate server nodes, with
each instance handling a KG of a certain size, such replication of a monolithic
architecture would require appropriate coordination.



292 B. Ahmad

3.1 Hypotheses

Based on the previous observations, we can formulate the following hypotheses.

— H1. The concepts of distributed and parallel processing, recent advancements
in cloud-native technologies, and microservice architecture will allow for the
development of a scalable end-to-end framework for managing big KGs for
analytical purposes.

— H2. Traditional data warehouse architectures are too rigid for handling big
KGs. The data lakehouse may be a suitable architecture for BI and analytics
over big KGs, providing flexibility, support for larger datasets, and advanced
analytical capabilities, coupled with the data governance features of a data
warehouse.

— H3. Many analytical tasks require only a subset of the available data or
require the data in aggregate form, so it would be redundant to load a single
big KG for every analytical tasks. On-demand extraction of KGs based on a
subset of the data or aggregating the available data which is much smaller
the entire KG, and faster to process and analyze.

3.2 Research Questions

The main research question is, given the main three characteristics of Big data,
volume, variety and velocity, how to use KG for BI and analytics over Big data?
The hypotheses can be broken down into the following research questions, which
we will address in our research.

— RQ1. How can we use concepts of distributed and parallel processing to
achieve high rates for data ingestion to cope with the characteristics of big
data?

— RQ2. How can we use concepts of distributed and parallel processing to
efficiently extract KGs from the ingested data?

— RQ3. How can we efficiently use the extracted KGs for BI and analytics?

— RQ4. Is it possible to adapt the concepts of data warehouse and data lake-
house to design and implement a big KG management system that can handle
large KGs for analytical purposes?

We propose a distributed and parallel processing framework for KG-OLAP
that overcomes the limitations of a monolithic implementation. We will com-
pletely redesign the KG-OLAP implementation to support distributed and scal-
able computation technologies. We will introduce the concept of a virtual KG
to allow for flexible distribution of the KG on multiple nodes. In this context, a
virtual KG is a single, large KG that exists at the logical level but only parts of
which are materialized on different nodes. Those partial KGs are generated on
demand, with structure and contents depending on the analytics task at hand.



A Distributed and Parallel Processing Framework for KG-OLAP 293

4 Research Methodology and Approach

The first step, is to redesign the architecture of the KG-OLAP monolithic imple-
mentation to allow for distributed and parallel processing. From the problem
definition, we identified two functions, data ingestion and querying. In original
implementation, the data are being fed directly to a graph database after batch
processing the data to include the desired contextual information. Queries are
written in SPARQL in the form of OLAP-style operations [24]. The whole sys-
tem is running as one unit. In the proposed new architecture, we extract each
functionality (data ingestion and querying) as their own domains and defined
the communication input/output of the system so each component can run inde-
pendently.
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Fig. 1. Proposed data lakehouse architecture for KG-OLAP.
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Figure 1 shows the proposed architecture for the framework. The system pro-
vides one external contact point to the framework by implementing a REST API
interface—the surface. Depending on the API being called, either data inges-
tion or querying, the path of execution is selected. In case of data ingestion, the
uploaded data are stored using the distributed storage system, then the request is
passed to the ingestion scheduler, based on the content of data ingestion request
a task will be created and pushed to the queue, eventually an ingestion instance
will pick up the task, the ingestion instance will analyze the uploaded data, and
create an index using the index service. At this point the framework is aware of
the ingested data and all information regarding its context (dimensionality) has
been indexed by the system.

In case of query, the REST API will forward the query request to the query
service where the query is parsed and all the contexts and aggregations required
to build a KG-OLAP cube are determined. The framework allows to cache previ-
ously fetched contexts for performance optimization, if a context does not exist
in the cache or if it is expired the query service will request the bed service to
fetch it, using the index service, the bed service will determine the location of the
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data to build certain contexts and fetch them from the storage. Finally, aggre-
gation is applied (according to the query) and the resulted KG-OLAP cube is
sent back to the user via the surface service. It should be noted that much of the
proposed architecture has already been implemented (REST interface, ingestion
scheduler, storage service, ingestion service, and index service). Since we are
using a microservice architecture we were able to deploy and test the finished
services using Docker and Kubernetes. This approach gave us the advantage of
being able to verify that we are accomplishing our goals as we move along.

The next step is to define a mechanism for multiple instances of the frame-
work to communicate and be able to discover and form wirtual KGs. In each
instance, the index service provides a repository of dataset metadata, which we
use to form KG-OLAP cubes on demand. We also employ the metadata to form
a meta KG of the existing dataset, Using methods of context matching [27] we
should be able to generate a virtual KG from different instances, and since the
data are stored using distributed storage we should be able to collect different
portions of the available data on demand to form a KG-Cube for any given task
as specified by a query. To accomplish this goal we will use a graph reason-
ing engine. We might need to alter the architecture to allow for KG instance
discovery and communication.

5 Evaluation Plan

The purpose of the proposed framework is to be able perform complex data
analytics scenarios over big KGs. Given our research questions, first we intend
to validate that the framework is able ingest a vast amounts of data as quickly
and efficiently as possible (RQ1), second we want to verify that framework is able
to scale as ingestion loads increases (RQ2), finally, we would like evaluate the
framework ability to answer BI and analytics query efficiently and in reasonable
time (RQ3 and RQ4). For the purpose of our evaluation we will focus on the
original three Vs of big data: volume, velocity, and variety [16]. Although there
have been multiple variants of Vs introduced in the literature and industry [20],
the three Vs are arguably the essential characteristics for any dataset to be
categorized as big data. The are other Vs (for example veracity and value) are
very significant and they have a great impact when performing analytics tasks,
however, for our immediate research goal and since at the moment we are using
generated data. In the future, and once we acquire real data we will definitely
consider the other Vs in our evaluation.

We plan to evaluate the system using realistic datasets for real-world use
cases involving large amounts of data. At the current stage, we focus on a use
case from air traffic management (ATM) [24], with synthetic sample data fol-
lowing the Aeronautical Information Exchange Model (AIXM) [2]. We employ
a tool for the generation of AIXM sample data [1]. We currently only use XML
data but we plan to extend support to other data formats to satisty the variety
characteristic of big data. We also want to evaluate the system on use cases
in the manufacturing domain—we are currently exchanging ideas with a large
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manufacturing company (Welser Profile) from Lower Austria, who intend to base
their analytics endeavours on KGs.

For evaluation purposes, we have designed and implemented a client appli-
cation that feeds large amounts of AIXM data to the system though the REST
interface, which allows to evaluate data ingestion capabilities and show that the
framework can cope with high velocity data arrival. Evaluation will consist of
taking measurements of how fast the framework ingests the arriving data and
the amount of data ingested per second under different scaling configurations to
show how the framework reacts to different loads. Other system metrics such as
CPU usage, memory usage, disk I/O, and network I/O will also be relevant.

Having ingested a sufficiently large amount of data, the second step would be
to design queries to evaluate the framework capabilities of creating various kinds
of KGs on demand to address different analytical tasks, for the purpose of the
evaluation we will take the following factors into consideration when designing
the queries, size of the resulted KG, and complexity of the query. We intend
to show that the framework can extract KGs of different sizes in a reasonable
amount of time, and demonstrate contextual and graph operation of the queries.
We will also verify the queries performance under various data loads. Finally, we
intend to demonstrate the concept of virtual KG by querying KGs consisting of
data from multiple instances.

6 Preliminary Results

We are at early stages of the implementation, only few parts of the envisioned
system are implemented. In this section, we present the preliminary results of the
current implementation. To evaluate the system we constructed a Kubernetes
cluster consisting of nine nodes using the K3S Kubernetes distribution [14]. Each
node is a virtual machine that has eight cores, 16 GiB RAM, and 50 GiB disk
space. For the index service we set up a Cassandra cluster [4] consisting of three
nodes. For file ingestion we set up an ElasticMQ [8] cluster with one node. All
services are implemented using Python [23] and deployed as Docker [6] contain-
ers. For distributed storage we set up a MinlO server—a distributed storage
system similar to Amazon S3 buckets [19]. For the presented evaluation we used
an AIXM dataset containing information corresponding to 82125 contexts and
1943 625 statements. We used three different scaling configurations consisting of
two, four, and eight instances, respectively, and for every configuration we ran
the experiment three times.

We notice from the result of our experiments (Fig.2) that as we scale up
the number of instances, the amount of data ingested per second increased: 10
MBit /s for two nodes, 20 MBit/s for four nodes, and 35 MBit/s for eight nodes.
We also notice a decrease in time required to ingest the whole dataset. These
results demonstrate that the system design exhibits the desired behavior that as
we scale up, the system is able to process more ingestion requests simultaneously.
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Fig. 2. Data ingestion rate

7 Conclusions

In this paper we proposed a research plan for the development of a distributed
and parallel processing framework for Knowledge Graph OLAP that is able to
cope with big data. The proposed framework will allow to perform data analytics
over big data, with knowledge graphs as the central repository. In particular, the
proposed framework will apply the data lakehouse architecture to knowledge
graph analytics. In this paper we reviewed the state of the art and related work,
identified the problem, described the proposed solution, proposed an evaluation
plan, and described preliminary results.
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Abstract. Ontologies can act as a schema for constructing knowledge
graphs (KGs), offering explainability, interoperability, and reusability.
We explore ontology-compliant KGs, aiming to build both internal and
external ontology compliance. We discuss key tasks in ontology compli-
ance and introduce our novel term-matching algorithms. We also propose
a pattern-based compliance approach and novel compliance metrics. The
building sector is a case study to test the validity of ontology-compliant
KGs. We recommend using ontology-compliant KGs to pursue automatic
matching, alignment, and harmonisation of heterogeneous KGs.

Keywords: Ontology - Knowledge Graphs - Matching and Alignment

1 Introduction and Motivation

An ontology is typically used as the backbone for constructing a KG, build-
ing so-called ontology-based KGs. In this setting, the ontology and the KG are
often treated as independent functional components. An ontology provides a
knowledge-oriented graph schema (i.e., TBox), whereas a KG represents the
corresponding data-driven instances (i.e., ABox). With the proliferation of KGs
in real-world applications, problems arise when data in the KG is generated
for different user requirements. The ontology is likely to be incompatible with
the data in the KG because ABox assertions may extend or be incomplete with
respect to the ontology. While ABox contents can be adapted to suit a TBox, for
interoperability amongst independent TBoxes, an ABox that is compatible with
a number of TBoxes may be needed. Such overarching TBoxes should support
conversion and exchange for cross-KG harvesting and federated searches.
Figure 1 illustrates three types of non-compliance between KG and its ontol-
ogy. (1) The ABox in the KG only covers a small amount of TBox terminolo-
gies, and its ontology has many unused classes and properties. (2) The ABox
in the KG contains more information than the TBox terminologies, and many
terms in the KG cannot find appropriate classes and properties in its ontol-
ogy. (3) In a combination of (1) and (2), the ABox in the KG and the TBox
in the ontology are mismatched and overlapped on both sides. Many applica-
tion tasks, for example, KG embedding and ontology learning, are hampered
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by non-compliance between KG and its ontology. When using KG embedding
for ontology-based KGs, unused classes and properties in the ontology are noisy
data. This results in inaccurate embeddings for KG terms. Ontology learning is
the task of using KG to infer ontology classes and properties. KG data is diverse
in nature; thus, the new ontology classes and properties learnt from KG can
be different according to KG instances. These task-specific ontology classes and
properties may violate the FAIR (i.e., Findability, Accessibility, Interoperability,
and Reusability) principle and can be challenging to map and integrate into the
original ontology.

Ontology

Ontology
Ontology

(1) @) (©)

Fig. 1. Non-compliance between KG and its ontology.

Current work mainly focuses on either schema matching (i.e., TBox-TBox
compliance) or instance matching (i.e., ABox-ABox compliance). TBox-ABox
compliance is underexplored. While it is questionable whether the TBox is always
compliant with the ABox, ontology-based KGs assume they are compliant by
nature (excluding or ignoring the three types of non-compliance). For this reason,
there is rarely a compliance check in popular KG and ontology modelling libraries
or editors (e.g., RDFLib [2], Protégé [11], and TopBraid Composer [16]). Even
within the Ontology Alignment Evaluation Initiative (OAEI) [12], to the best
of our knowledge, we cannot find tools available to track these mismatches and
overlaps between ABox in the KG and TBox in its corresponding ontology.

2 State of the Art

Ontology-Based KGs describe the traditional design for using ontologies with
KGs, whereby the ontology serves as the schema for the KGs. KGs are gener-
ated using the classes and properties pre-defined in the ontology. In this setting,
ontology-based KGs assume the ontology has established well-defined concepts,
taxonomies, relationships, and domain axioms. Compared with ontology-less
KGs, ontology-based KGs provide more formal representations for data under-
standing, organisation, and integration. They also enable improved logical rea-
soning, empowered reuse, and enhanced interoperability between different down-
stream applications. However, a complete ontology is almost impossible. Ontol-
ogy is built on the Open World Assumption (OWA). We cannot assume an
ontology has captured all domain concepts because the absence of concepts is
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not non-existence (i.e., these concepts may exist in other ontologies). A “well-
defined” ontology also requires solid verification and validation. There is no gold
standard for dealing with individual differences among opposing viewpoints.

Ontology-Aware KGs follow a reverse way of using ontologies with KGs.
Conceptual components learnt from KGs are used to build or evolve the original
ontology. The paradigm of ontology-aware KGs assumes the KG data is noise-
less. There are two directions for constructing ontology-aware KGs. (1) Ontol-
ogy reshaping is applied to data in the KG only covers part of the concepts in
the ontology. The goal of ontology reshaping is to create a data-oriented local
schemata that preserves the domain ontology knowledge while removing unused
nodes [18,19]. (2) Ontology enrichment is used where data exists in the KG that
is not covered by the ontology. In this case, the new concepts and relationships
learnt from the KG are registered as new classes and properties in the ontol-
ogy [9,17]. While ontology-aware KGs achieve partial compliance between the
KG and its ontology, they still have some limitations. Concepts that have been
locally reshaped and redefined are task-specific, with limited sharing and reusing
capabilities. Moreover, ontology-aware KGs cannot track the poly-ontological
representation of KGs as they only match one KG to its corresponding ontology.

3 Problem Statement and Contributions

In the real world, KGs and ontologies are mostly incomplete. Neither ontology-
based KGs nor ontology-aware KGs could fully handle the compliance issue
between KGs and ontologies. We plan to propose Ontology-Compliant KGs
to fill this gap. “Compliant” here has two aspects: (1) The terms used in KG are
in line with the definition provided by the ontology. Mismatched terms in the KG
are replaced with the most relevant classes and properties defined in the original
ontology. (2) The size of the ontology complies with the information coverage
of the KG. There are no unused classes or properties. In this work, we also
extend this definition to be ontology compliant across KGs. Joint learning, vector
embedding methods, and pattern-based engineering concepts are employed to
achieve the goal of both internal and external compliance between KGs and
ontologies. Figure 2 shows the difference between ontology-compliant KGs and
the other two types of ontology-related KGs. While ontology-based and ontology-
aware KGs only consider a one-way connection, in ontology-compliant KGs,
the link between ontology and KG is bidirectional and can be bridged by their
patterns (details are described in Sect. 6).

Hypothesis. Ontology-compliant KGs have the following unique features:

H1. Given an ontology and a baseline KG, ontology-compliant KGs can elimi-
nate the unused classes and properties in the ontology and reduce misdefined
terms in the KG (interpreted as Ontology Compliance within KG).

H2. Given a set of ontologies and a baseline KG, ontology-compliant KGs allow
automatic transmission from one schema to another (interpreted as Ontology
Compliance over KGs).
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(a) Ontology-Based KGs (c) Ontology-Compliant KGs
CHCH —D
DY A
(b) Ontology-Aware KGs
\\ \\ ’__-—_--!z /"

Fig. 2. The difference between ontology-compliant KGs and the other two types.

H3. Given a set of ontologies and a baseline KG, ontology-compliant KGs
allow different ontology fragment representations via a pattern-based app-
roach. These ontology fragments are provided with multiple criteria for inte-
gration, evaluation, and selection (interpreted as Pattern-based Compliance).

Research Questions. We formulate the related research questions:

RQ1 (wrt H1). How to reconstruct ontology-based KGs into ontology-compliant
KGs, while retaining critical information and primary inference capability
but eliminating unused nodes and reducing misdefined nodes?

RQ2 (wrt H2). How to enable schema-free KGs that can be compliant with
multiple ontologies, using the ontology-compliant KGs to automate and opti-
mise the ontology alignment and matching process?

RQ3 (wrt H3). How to select the most compliant set of ontology fragments for
KGs? How to capture the different ontology fragment representations using a
pattern-based approach, and evaluate them according to sound criteria from
different useful perspectives?

4 Research Methodology and Approach

Details of preliminary results based on the research methodology and approach
are described in Sect.6. This PhD aims to define a generalised approach to
constructing ontology-compliant KGs. We propose to classify three stages of
compliance in ontology-compliant KGs, namely (1) Ontology Compliance within
KG, (2) Ontology Compliance over KGs, and (3) Pattern-Based Compliance. In
each stage, we intend to address the hypothesis and its related research question.
The “building domain” is selected as a case study. We design, implement, and
evaluate our matching algorithms, and analyse their matching performance in
terms of different building use cases and various application-level tasks.

5 Evaluation Plan: A Case Study in the Building Sector

In the context of Industry 5.0 and the Internet of Things (IoT), digitisation and
automation are becoming emerging research areas in the building sector. While
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a number of building and building-related ontologies have been developed, data
interoperability issues have become more apparent. Different building ontolo-
gies are developed and maintained by different institutions. These ontologies are
modelled at multiple levels of abstraction for various purposes, and their defi-
nitions are frequently competing and overlapping. Proposed ontology-compliant
KGs would potentially help with the unified vision of building ontologies, where
the data in this domain has complexity and variety in concepts and relations.

6 Preliminary Results

6.1 Ontology Compliance Within KG. A KG and its ontology share all
terms and topology. However, the concepts and properties defined in KG and
ontology can be mismatched due to human errors, design choices, or changes in
newer versions. Figure 3 shows different types of node matching in a snippet of
an air handling unit (AHU) system represented by a KG and its ontology Brick
Schema [1] (abbr. “Brick”). The concepts with green colours are KG classes,
while the concepts with yellow colours are ontology classes. Different matching
types and their examples are shown in the table below. These also applied to
the property matching between KG and its ontology. We design Algorithm 1 for
building ontology compliance within KG. It has two phases: (1) Entity Alignment
and (2) Ontology Reconstruction. We first find non-compliant terms in the KG
and replace them with the most relevant classes and properties in the original
ontology, assigning a confidence score for each replacement. Then, we find all
the related triples (including constraints and axioms) and restore the ontology

hierarchies.
- - o]
Floor

HVAC Zone
VAV-2.DPR VAVZDPRPOS ,,,,,, DamperPositionSetpoint
e Damper_Position_Setpoint
e ] T
@ ]

6 Air_Handling_Unit

Air_Handler_Unit
O R ....hhedu.e Sepon]
@ ‘Damper = |
Legend D ing Type ing Sub-type Example
1 |Purely Matching NIA Coil vs. Coil
O KG Instance UpperiLower Case damper vs. Damper
I:l KG Concept Separator Used HVAC-Zone vs. HVAC_Zone
2 |Heuristic Matching Camel/Snake Case Damper iti int vs. Damper_| !
l:l Ontology Class 'Word Order Temperature_! int vs. - p _
Stemming/Lemmatisation |Air_Handling_Unit vs. A|r Handler_Unit
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....... =  Type Link _ _
a . . Ontology vs.
O Matching Type C i int vs. Damper_Position_Setpoint (Incorrect in this case)
5 |Purely Mismatching [N/A Electrlcal Circuit does not exist in Brick classes

Fig. 3. An example of ontology compliance within KG.
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Algorithm 1. Building Ontology Compliance within KG

Input: Ontology-based K G, Ontology Onto
Output: Reshaped Onto Ontorg, Confidence u
/* Phase 1: Entity Alignment */
/* Find all terms in KG */
Concept Set Con_S, Relation Set Rel_S «+ &

Con_.S, Rel_S «— findConcept AndRelation(KG)

/* Find all classes and properties in Onto */
Class Set Cls_S, Property Set Pro.S «— @&

Cls_S, Pro.S «— findClassAndProperty(Onto)

/* Divide each naming into a keyword set */
Con_.S, Rel_S «— findKwd(Con_S, Rel_S)
Cls_S, Pro.S «— findKwd(Cls_S, Pro_S)
/* Match classes between KG and Onto */
for i € Con_S do
for j € Cls_S do
if purelyMatching(i,j) # @ then
i — 1
else if heuristicMatching(i,j) # <
then
i < LevenshteinDistance
Con.S — i ANCon.S «— j
else if semanticMatching(i,j) # <
then
p; — Similarity
Con_S — i ANCon_S «— j
else if topological Matching(i,j) # &
then

wi «— Accuracy

Con.S — iNCon.S «— j

end if
end for

end for

for k € Rel_S do
for Il € Pro_S do

Rel.S and Pro_S */
end for

end for

/* Match properties between KG and Onto */

/* Corresponding procedure applies to

/* Calculate total confidence */
Total Confidence p «— @
po— Avarage(py, ., i, 11, -y fk)

/* Phase 2: Ontology Reconstruction */
/* Find super-classes */
Onto_RE Class Set RE_Cls_S «— @

RE_Cls_S «— findSuperClasses(Con_S)

/* Find super-properties */

Onto_RE Property Set RE_Pro.S «— &
RE_Pro.S «— findSuperProperties(Rel_S)

/* Restore reshaped ontology */

Reshaped Ontology Ontorg «— &

Ontorg < findTriples(RE_Cls.S, RE_Pro_S)

return Ontogrg, p

Evaluation. The preliminary experiment uses the sample example from the
Brick Schema official website. We synthesise a number of mismatched classes
and properties with different types. The results in Table 1 show that reshaped
ontologies can significantly reduce the original ontology size and increase the
number of used and matched classes. We can also observe a trade-off between the
confidence score and the level of matching applied. The confidence score slightly
decreases when the level of matching increases. A potential reason is that Level
3 and Level 4 use learning-based approaches. While they are more powerful at
discovering more pairs of matches, the confidence level of the matching accuracy
highly depends on the models and methods used.

Table 1. Evaluation of algorithm for building ontology compliance within KG.

Type of Ontology and Matching Level Used Entity | Matching Rate | Confidence
Original Ontology and Matching Lv. 1 | 0.52% 46.15% 100.00%
Reshaped Ontology and Matching Lv. 1 | 30.00% 46.15% 100.00%
Reshaped Ontology and Matching Lv. 2 | 38.46% 76.92% 97.50%
Reshaped Ontology and Matching Lv. 3 | 42.31% 84.62% 88.00%
Reshaped Ontology and Matching Lv. 4 | 46.15% 92.31% 78.33%
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6.2 Ontology Compliance over KGs. It is often the case that a KG may be
restructured to comply with one of several different ontologies, while preserving
the KG’s intended information content, as illustrated in Fig. 4.

The key task is ontology alignment and matching. Embedding-based meth-
ods are prevalent for exploring the potential matching in graphs due to their
conceptual simplicity and computational operability. However, there are several
challenges when applying the embedding methods to ontology alignment and
matching. Firstly, not all the classes and properties from the original ontology
are useful for KG instance embedding. The unused classes and properties could
be noise for matching. Secondly, the respective KGs have no connection with
each other. Embedding methods are based on random sampling, meaning the
vector only represents the relative position of the nodes, and the vector number
sets can be different. If two graphs are not tightly connected, the embedding
results are most likely to be incorrect. Thirdly, the majority of the embedding
methods are targeting graphs without schema. They focus more on topologi-
cal matching rather than lexicographic matching. We employ our findings from
ontology-compliant within KG to address the first challenge, and use their com-
pliance as an intermediate link to connect two graphs - the second challenge, and
facilitate lexicographical order - the third challenge. We design Algorithm 2 for
building ontology compliance over KGs. It has three phases: (1) Build ontology
compliance within each KG, (2) Match terms across ontologies, and (3) Match
overlapping terms. Phases 1 and 2 also reuse the Algorithm 1.

Evaluation. The preliminary experiment is set to predict the similarity of two
overlapping properties, brick:hasPoint in Brick Schema [1] (abbr. “Brick”) and
core:hasCapability in RealEstateCore [8] (abbr. “RECore”). The ground truth
is that the meanings of these two properties are very similar. Their different
names are due to their different views on how building points are embedded in
the building. brick:hasPoint states that the building points are the measurable
data points installed in the building, whereas core:hasCapability stands for the

Model

Brick (= -
Air_Handler Unit i G
HVAC Zone —=[Fioor |

’ ) —~( )~ Damper_Positon Seipoin]
3 . | Damper Q = Schedule_Temperature_Setpoint
& Property [~ Q}-—“Q [ Sempomt |

RECore i i
AirHandlingUnit Q T =
i asCapability
X . =/ Floor
Y [HVACZone |

q
VAVBox
\ﬂ_f FasCapabily Q = PositionSetpoint

Original KG

Legend

O KG Instance

—O— Relation .- & Type Link

. Dampel Q -+ TemperatureSetpoint

hasCapabilit
l:l RECore Class hasPart asCapability
& Propert

Fig. 4. An example of ontology compliance over KGs.
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Algorithm 2. Building Ontology Compliance over KGs

Input: K@ and related ontology Ontoq,
KG9 and related ontology Ontos

/* Put KGs and Onto_RE */
for i € KG17OTLtORE1,KG2,OntORE2

Output: Matching Set Match_S(Ontoi, Ontogo

Confidence Set pu(fwithin, tover)
/* Phase 1: Compliance within KG
*/

Ontorg, , p1 = withinComp(KG1,Onto1)
Ontorg,, w2 = withinComp(K G2, Ontoz)

Mwithin < U1, 42
/* Phase 2: Match terms across
Onto */
/* Create matching set */
Matching Set Match_S(Ontoi, Ontos) «—
%]
/* Follow same procedure in Algo-
rithm 1 */
for i € Con_Ontore,,k € Rel KG:
do
for j € Con_Ontorg,,l € Rel_ KG>
do
Match_S(Ontor, Ontos), tiemateh —
Matched Con & Rel, pover
Hematch
end for
end for
/* Phase 3: Match overlapping
terms */
/* Set a vector space */
Vector space VecSpace «— &

VecSpace «— i
end for
/* Put matched Onto set to build links
*
/
VecSpace «— Match_S(Ontoi, Ontos)
/* Define embedding models */
Embedding Model  Model —
X2Vec.train()
/* Define vector set */
Vector Set Vec_S «— Model.get Embeddings()
/* Add predict match for overlapping
*
/
Predict Match P «— @
for Unmatched U ¢ Match_S(Ontoi, Ontoz)
do
P, tiovertap — Vec.S.get MostSimilar(U)

Match_S(Onto1, Ontoz) «— (U, P)
Hover <= Hoverlap
end for
/* Summarise total confidence */
Confidence Set p «— @
M Hwithin
M < Hover

return Match_S(Ontoi, Ontoz),
/-//(Mwithinz Uover)

building points are the capabilities provided by the building to produce and
ingest data. We employ three different vector embedding models to evaluate
the top-k searches. Exp.1 uses the traditional KG embedding without ontology
compliance, and Exp.2 uses our proposed compliance algorithm. Table 2 shows
the results of the comparison in a test run. We can see Exp.2 outperforms Exp.1
in all three sample embedding models, particularly in top-1 and top-3 searches.
6.3 Pattern-Based Compliance. Ontology can be decomposed into smaller
ontology fragments. For example, the concepts defined in Brick Schema (abbr.
“Brick”) can be decomposed into three high-level abstraction fragments: Spaces
(i.e., brick:Location), Building Equipment and Systems (i.e., brick:Equipment
and brick:System), and Building Points (i.e., brick:Point). For each fragment,
they can be replaced with the same concepts defined in other building ontologies,
such as RealEstateCore [8] (abbr. “RECore”) and Project Haystack [10] (abbr.
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Table 2. Evaluation of algorithm for building ontology compliance over KGs.

@k | DeepWalk [13] Node2Vec [6] Struc2Vec [15]

Exp.1 Exp.2 Exp.1 Exp.2 Exp.1 Exp.2
1 0.03 + 0.17% | 25.86 + 4.48% | 0.04 + 0.20% 15.32 + 3.70% | 96.88 + 1.52% | 99.98 + 0.14%
3 1.36 + 1.07% | 57.49 + 4.86% | 13.4 £+ 3.35% 56.65 £+ 5.28% | 100 £ 0.00% 100 £+ 0.00%
5 7.58 + 2.57% | 75.51 + 4.17% | 66.54 + 4.85% | 84.86 + 3.63% | 100 = 0.00% 100 £+ 0.00%

“Haystack”), or building-related domain ontologies, such as BOT [14] for spatial
information, SAREF [4] for equipment and systems, and SSN [3]/SOSA [7] for
building points. Figure 5 demonstrates an example of KG represented by different
combinations of building and related domain ontologies. These new ontology
fragments can represent the same information as the original ontology, but they
can have different numbers of classes, properties, and hierarchies. If we consider
ontology fragments, the problem of ontology compliance becomes more complex.

Model Ontology Fragment

Brick + RECore "’I:l
-
Original KG
Py O T)
I O BErrr
Brick + Haystack Q,I:|
iy O-==
D — OO
Rk - |
s .- O DB
QO OO (o —

Legend

O KG Instance ----—---» Type Link

™

—(O—> Relation —{> Subclass -~
-]
BOT Class Q ==
& Property
SAREF Class -
[ [y - ]

Fig. 5. An example of pattern-based compliance.

Figure 6 shows the architecture of building pattern-based compliance. It has
three main components, namely (1) Pattern Cognition, (2) Pattern Recognition,
and (3) Pattern Optimisation. The basic idea is to extract the concepts, rela-
tionships, and constraints from the ontology-compliant KG. Each of them goes
through a learning and matching process to find their patterns. Then, we inte-
grate and align the same or similar patterns, and use these generic patterns to
reconstruct new ontology fragments.
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Fig. 6. The architecture of building pattern-based compliance.

Evaluation. Ontology fragments may have different numbers of namespaces,
levels of abstraction, concept coverage, depth of the class hierarchy, complete-
ness and expressiveness, and performance metrics. Liebig’s law [5] is used for
ontology fragment construction, evaluation, and selection. The multi-criteria
selection depends on the minimum criteria being satisfied. We also introduce a
joint-learning approach to evaluate the performance of ontology fragments. An
example is shown in Fig. 7. Ontology Fragment 1, 2, and 3 are generated from the
same KG. We fit them into the embedding model and perform the classification
task according to the original KG. Based on different levels of abstraction, the
classification accuracy of the KG embedding decreases at different rates. Frag-
ment 1 and 2 have higher accuracy in Level 1 and Level 2 abstractions, but they

have a significant drop in Level 3. By contrast, Fragment 3 decreases gradually
at all levels of abstraction.

The classification accuracy
at different levels of abstraction

100%
80%

60% S
40%
20%
0%

1 2 5
4 5
M Fragment 1 Fragment2 M Fragment 3 6

Fig. 7. A joint approach using classification accuracy to evaluate the performance. The
fluctuation of each ontology fragment varies at different levels of abstraction.

Results given here may have slight differences across different platforms and
library versions. The code implementation is available at https://github.com/
qzc438/ontology-compliant-kgs (access will be made available on request).
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7 Conclusions

In this paper, we present a new concept of ontology-compliant KGs, showing
promising results in matching and aligning ontologies within KG and over KGs.
We also illustrate our design for advanced pattern-based compliance. Further
work will focus on justifying the results with the capability to allow ontology
compliance on large-scale KGs, and implementing pattern-based compliance in a
comprehensive framework that enables automatic ontology fragment integration,
evaluation, and selection for real-world application-level KGs.
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1

Knowledge graphs enable the representation of domain-specific and domain-
independent information in a machine-readable format and are commonly used
as a backbone to many information systems and advanced intelligence applica-
tions, which rely on human knowledge [20]. KGs are often curated by extracting
information from semi-structured data sources or through crowdsourcing cam-
paigns. Since an automated extraction of knowledge is rarely impeccable, the
quality of the resulting KGs should be evaluated. Moreover, KGs are often reused
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Abstract. Knowledge graphs (KGs) enable the conceptualization of
knowledge about the world in a machine-readable format and serve as
a foundation to many advanced intelligent applications, such as conver-
sational agents. Ensuring the correctness and quality of KGs is essential
for the prevention of invalid application outputs and biased systems,
which can result from incorrectly or incompletely represented informa-
tion. While certain KG quality issues can be automatically detected,
others require human involvement, including the identification of incor-
rectly modeled statements or the discovery of concepts not compli-
ant with how humans think. Human computation and crowdsourcing
(HC&C) techniques have been used as a promising method for outsourc-
ing human-centric tasks to human contributors at a reduced cost. Never-
theless, there is no clear guideline on how human-centric KG evaluations
should be prepared and scalable evaluation of large KGs utilizing HC&C
techniques alone remains a challenge. In this thesis, we investigate a
human-centric KG evaluation approach, relying on hybrid (human-AT)
intelligence, which leverages techniques from the semantic web, HC&C
and multi-agent systems communities for ensuring an efficiently planned,
scalable, well-coordinated, and thus transparent KG evaluation process.
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and extended over time, thus it is essential to ensure that they remain up-to-date
and accurately reflect evolving knowledge through ongoing maintenance [17].

Many quality issues related to knowledge graphs can be automatically
detected (e.g., logical inconsistencies), while others require a human-centric eval-
uation. An example is the identification of concepts not compliant with human
cognition, inaccurately represented facts and controversial statements modeled
from a single perspective [4,14,23]. The traditional approach for addressing such
issues relies on domain-expert-evaluations. However, this is a costly and time-
intensive process, particularly when dealing with large KGs.

Human computation (HC), a method of outsourcing unautomatable tasks
of a system to human participants, can reduce evaluation costs by replacing
domain experts with crowd workers. HC is widely adopted for various tasks in the
semantic web (SW) research community [24]. A recent systematic mapping study
(SMS) [25] showed that 40% of papers, discussing a human-centric evaluation
of SW resources, rely on HC&C methods. For example, HC&C techniques were
utilized for verifying large biomedical ontologies [15], and evaluating the quality
of linked data as a collaborative effort between experts and the crowd [1]. Yet,
several issues in the human-centric KG evaluation domain remain:

P1: Lack of methodology and tools. The SMS [25] highlighted that while
human-centric KG evaluation has been abundantly addressed there is currently
no standardized methodology and tools supporting the knowledge engineers in
the preparations of such evaluations. This results in significant amount of manual
efforts for the engineers planing an evaluation campaign.

P2: Scalability Issue. Large KGs present a scalability challenge even for
crowd-sourced evaluations. In [21] the authors calculated that applying the
crowdsourcing assessment, proposed in [1], would require 3,000 years to validate
DBpedia, a large KG curated using automated extraction methods.

P3: Lack of transparency. To ensure a transparent KG evaluation process,
especially when both human and Al agents perform the evaluation, the question
arises of how such an evaluation approach should be coordinated, so that each
evaluation can be traced back to its origin across the process.

In this thesis we aim to establish a typical process of human-centric KG
evaluation and implement a tool supporting the preparation of such evaluation
campaigns (contribution C1, addressing P1). Additionally, we intend to imple-
ment a human-centric knowledge graph evaluation system, relying on hybrid
(human-AlT) intelligence to enable an efficient evaluation of large KGs (C2,P2).
To ensure transparency in the KG evaluation process, we further formalize a
coordination framework within the hybrid approach (C3,P3).

To address the outlined objectives we employ a design science methodol-
ogy [7] and adhere to principles from experimental software engineering [31].
We utilize prior research on hybrid intelligence systems proposed for SW tasks
(i.e., ontology alignment [27] and entity linking [3]) and multi-agent system
approaches aiming at crowd coordination [5,13]. Moreover, we specify two con-
crete use cases for the evaluation of the established artifacts, namely evaluating
the Computer Science Ontology and WebIsALOD.
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We continue by providing introductory definitions and related work in Sect. 2.
The problem statement and a discussion of the formulated research questions
follow in Sect. 3. We outline the followed research methodology and the planned
evaluation of the proposed approach in Sect.4 and 5 respectively. Preliminary
results are included in Sect. 6 and we conclude with a summary in Sect. 7.

2 Background and Related Work

We start by defining introductory notions in Sect. 2.1, continue with a discussion
of related work in the human-centric KG evaluation problem space (Sect.2.2)
and an overview of current approaches in the solution space covering hybrid-
intelligence and multi-agent systems (Sect. 2.3).

2.1 Definitions

Knowledge Graph. We refer to the definition of knowledge graphs recently pro-
posed by Hogan et al., which defines a KG as “a graph of data intended to
accumulate and convey knowledge of the real world, whose nodes represent enti-
ties of interest and whose edges represent potentially different relations between
these entities” [8]. This definition is broad and as such also encompass other
types of semantic resources, such as ontologies and linked data.

Knowledge Graph Evaluation. In this thesis we view knowledge graph evaluation
as the refinement of KGs, defined by Paulheim as the improvement of KGs by
means of the identification and correction of errors or by completion of missing
information [20].

Human-Centric Knowledge Graph FEvaluation. Combining the definition above
with Mortensen’s argument that “only domain experts can interpret the sym-
bols in an ontology and determine whether they reflect their understanding of
the domain.” [16], we define human-centric KG evaluation as the improvement
of knowledge graphs by means of dealing with errors which require human judg-
ment to be identified and corrected and the completion of missing information
by leveraging human (domain/general) knowledge.

2.2 State of the Art in Human-Centric Knowledge Graph
Evaluation

Evaluating the correctness of KGs has been extensively studied for more than
20 years. McDaniel and Storey [14] reviewed research in ontology assessment
from the last 20years and identified that semantic mistakes cannot (yet) be
fully automatically detected. While automatic methods are fast and scalable,
they have limitations that require human involvement to be addressed.
Recently, Sabou et al. conducted a systematic mapping study of 100 papers
from the last decade (2010-2020) dealing with human-centric evaluation of var-
ious semantic resources, corresponding to our definition of KGs [25]. The study
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showed that human-centric evaluations have been applied in a variety of domains
and verification tasks. For instance, Acosta et al. proposed a find-fix-verify work-
flow for assessing linked data quality issues, where domain experts identify poten-
tial errors and crowd workers verify them [1]. Mortensen et al. presented a crowd-
based verification of taxonomic relationships from a medical ontology [15], while
in [4] crowdsourcing was used to investigate humans’ perception on viewpoints
and controversial facts modeled in ontologies. Ontology enhancement achieved
by crowdsourcing was investigated in [11] and a validation of enriched ontologies
was explored in [9)].

Several methods have been proposed for the evaluation of SW resources,
aligning with our KG definition, such as linked data triples quality evaluation
through crowdsourcing and the TripleCheckMate tool [12], a task-based ontology
evaluation methodology [22], and a Protégé plugin that outsources certain tasks
of the ontology engineering process to games with a purpose or a crowdsourcing
platform [30]. Nevertheless, these methods lack important details and have been
established in an ad-hoc manner, rather than using a structured approach.

Despite the abundance of human-centric KG evaluation approaches, there is
yet no agreed upon methodology for conducting KG evaluation campaigns and no
tool supporting the knowledge engineers preparing them. Additionally, current
HC&C approaches have limitations when evaluating large KGs, and evaluations
are often not transparent. Thus, we next look into approaches of hybrid human-
AT and multi-agent systems addressing similar challenges in related fields.

2.3 Related Work on Hybrid-Intelligence and Multi-agent Systems

Hybrid Human-AI Workflows for Semantic Web Tasks. Evaluations performed
with human involvement achieve high accuracy, but can become costly when
verifying large-scale knowledge graphs. Hybrid human-machine workflows, where
automated methods are supplemented by human input when the confidence score
is low, have been successfully applied for semi-automatic entity-linking [3] and
ontology alignment [27] tasks. Nevertheless, such a hybrid solution has not yet
been approached for the human-centric evaluation of KGs.

Coordination in Human-AI Collaborations. Workflow coordination known
from crowd coordination theory is mainly focused on the self-organization of
the crowd, while the coordination of hybrid systems has different requirements.
Previous studies [2,10] have identified that methods known from multi-agent
systems (MAS) can be utilized to solve crowd coordination challenges.

There has been limited research on how MAS methods can be used to coordi-
nate a hybrid process including both human agents and algorithms. It has been
shown that MAS algorithms can support and improve the performance of crowd
workers in tasks such as constraint satisfaction problems [13]. Additionally, the
combination of crowdsourcing and MAS has been investigated in a sustainable
transportation use case, where best route calculations guide delivery drivers [5].
Yet, there has not been an investigation of how MAS can be used to support
KG evaluation campaigns and their transparency.
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3 Problem Statement and Contributions

This thesis aims at investigating scalable and transparent evaluation of large
knowledge graphs. The following research questions are formulated and their
connection to specific challenges and contributions are visualized in Fig. 1:

[ Human-centric Knowledge Graph Evaluation N

Challenges Contributions
==#|C1: Methodology and Tool Support C2: Hybrid Intelligence System
A

P1: Lack of Methodology andjpq1
Tool Support W
) 02 +
C%l
human-in-the-loop automated KG

P2: Scalability Issue RQ2

knov\fiedge KG evaluation evaluation
engineer campaigns methods
KP& Transparency of EvaluationRQ3" || C3: Coordination Framework j

Fig. 1. Challenges in human-centric KG evaluation (P1-P2), formulated research ques-
tions (RQ1-RQ3) and expected contributions (C1-C3).

RQ1. What is a typical process of human-centric knowledge graphs evalua-
tion?

Currently, the process of managing a (large-scale) KG evaluation campaign
involving human participants requires high efforts of the knowledge engineer con-
ducting the evaluation (P1 in Fig. 1) as a result of a lack of clear design guidance
(e.g., how to manage the qualification of the participants or how to display the
KG segments to the evaluators) and missing methodology (i.e., what part of the
evaluation should be designed at which stage). To minimize the organizational
efforts of knowledge engineers, clear steps to be followed should be outlined and
a tool supporting this methodology should be implemented (C1 in Fig. 1).

RQ2. How can hybrid intelligence be applied for achieving a scalable human-
centric knowledge graph evaluation process?

Large KGs pose a challenge for current human-centric evaluation approaches
(P2 in Fig. 1). This thesis will investigate how the strengths of state-of-the art
algorithms and human-in-the-loop approaches can be combined to reduce human
efforts and costs of human-centric KG evaluations to ensure a scalable solution.
We will explore methods, reducing the tasks assigned to human participants
(e.g., graph-based defect candidate detection, link prediction), and requirements
(e.g., possible human-Al interaction workflows) for an efficient hybrid intelli-
gence system by looking at concrete KG evaluation use cases. The investigations
performed will lead to the implementation of a hybrid intelligence system for
human-centric KG evaluation (C2 in Fig. 1).
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RQ3. How can a human-Al knowledge graph evaluation campaign be coordi-
nated to ensure a transparent evaluation process?

A hybrid human-machine framework requires the coordination of complex
workflows between human and machine (algorithmic) agents. A clear transpar-
ent process should be followed for delegating the tasks and coordinating them
between all agents to ensure the traceability of potential mistakes for the ease
of their correction (P3 in Fig. 1). The process should also allow for information
of the evaluation to be saved so that in case a re-evaluation is needed, e.g., after
a KG modification, only these KG elements are verified that are affected by
the implemented changes. Therefore, the result of RQ3 would be a coordination
framework for human-centric KG evaluations (C3 in Fig. 1).

4 Research Methodology and Approach

In this thesis, we follow the design science methodology for information systems
research [7] to establish the following information artifacts: a set of task design
guidelines for human-centric KG evaluation tasks (C1); a methodology and tool
support for carrying out human-centric KG evaluation campaigns (C1); a hybrid
intelligence system for conducting KG evaluation studies (C2); and a coordina-
tion framework for hybrid intelligence KG evaluations (C3).
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Fig. 2. An overview of the design-science-based methodology followed in this thesis.

Figure 2 visualizes how the relevance, rigor and design cycles are addressed.
By involving key stakeholders in need of such artifacts (i.e., knowledge engineers)
and focusing on two concrete use cases we address the relevance cycle of the
design science methodology. We ensure the rigor cycle by incorporating knowl-
edge from existing literature, among others, the results of a large scale SMS [25],
developed workflows for hybrid intelligent systems, methods from MAS, and
empirical principles of software engineering followed in the planned evaluations.
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The artifacts resulting from the investigation of each research question will
rely on (several) evaluation cycles as described in Sect.5. We plan two evalu-
ation use cases, which allow us to test the hybrid system for e.g., evaluating
the correctness of hierarchical relations, in both a domain-specific and a general
setting:

Evaluating the Computer Science Ontology (CSO). CSO structures com-
puter science knowledge extracted automatically from 16 M publications [18§]
and enables novel scientometrics tasks such as identifying research communi-
ties [19] and forecasting research trends [26]. Its current verification relies on
domain experts, who search through the CSO Portal, rate topics and relations
as (in)correct, and provide alternative viewpoints, aggregated by an editorial
team.

Evaluating WebIsALOD. WebIsALOD is a large KG containing 400 M hyper-
nymy relations, automatically extracted from the CommonCrawl web corpus,
describing generic knowledge [6]. The current verification of the resource relies
on machine learning models trained with a set of 500 relations, validated by
crowd workers, to determine confidence scores related to relation correctness.

5 Evaluation Plan

Several information systems artifacts are to be developed in the course of this
thesis, each requiring a different evaluation strategy.

Controlled Experiments. The human-centric KG evaluation task design guide-
lines, resulting from RQ1, will be evaluated adhering to the methodology
for experimental investigation in software engineering by Wohlin [31], i.e., by
hypothesis testing.

Case Studies. The designed methodology, developed as part of RQ1, will be
evaluated by replicating human-centric KG evaluation approaches, previously
performed without following a concrete methodology. Thus, a comparative anal-
ysis of the time efforts and re-usability of the process is enabled. The tool support
developed for the human-centric KG evaluation process will indirectly be eval-
uated in these replication studies. However, we also plan to conduct interviews
with domain experts and software architects to further evaluate the tool.

For the evaluation of the hybrid intelligence system, designed as part of RQ2,
we will apply the system in the concrete use case of the Computer Science
Ontology. We plan to organize an evaluation with computer science researchers,
where one control group will use the CSO Portal as a baseline and the other(s) the
implemented hybrid system. The evaluation will consist in assessing differences
in terms of the quantity and range of identified defects and viewpoints as well
as the time needed to perform the evaluation.

Lastly, to evaluate the coordination framework (RQ3) for the hybrid intel-
ligence system we plan an active-learning evaluation approach of WebIsALOD.
We will test different strategies to select tasks to be sent to human agents (e.g.,
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based on confidence scores, outlier detection, etc.). Verified items will be used
to update the classification model and the evaluation will consist in iterating
through the process until no significant improvements in the classification accu-
racy are observed when refining the model. Additionally, the transparency of the
framework will be evaluated along several dimensions such as understandability,
conciseness, provenance, etc.

6 Preliminary Results

HCEC Methods for Ontology Verification. As an entry point to this thesis,
human-centric tasks and their solution was investigated in parallel to the con-
ducted SMS [25]. In [29], we proposed a HC solution for the verification of ontol-
ogy restrictions by means of universal and existential quantifiers and reported
on a controlled experiment to study two core task design aspects: (i) the formal-
ism to represent ontology axioms in the HC task and (2) participant qualifica-
tion testing. We found that visual axiom representation and prior knowledge of
ontology restriction models lead to best results while prior modeling knowledge
reduces the evaluation times. In a future publication, we will discuss how the
qualification test was set up and propose implementation guidelines that could
be used for ontology-related tasks, contributing to answering RQ1.

HERO - A Human-Centric Ontology Evaluation PROcess. RQ1 was also par-
tially addressed in [28] where we formalized a process for conducting human-
centric ontology evaluation. In addition, an initial framework was developed to
support this process by (semi-)automating a portion of the activities. HERO is a
process model for human-centric KG evaluation, targeted toward micro-tasking
environments such as crowdsourcing platforms and focusing on batch-style eval-
uations. At a high-level the process and its activities can be structured into
the stages of preparation, execution and follow-up. The process was derived by
analyzing steps discussed in literature, semi-structured interviews with experts
and an expert focus group discussion. For the evaluation, we replicated our
previous manual evaluation approach from [29] with the support of the HERO
artifacts and compared the time effort in both approaches. We found that HERO
could decrease manual effort up to 88% for the preparation activities involved
in human-centric ontology evaluation campaigns. In [28] we focused on describ-
ing the process that knowledge engineers follow when conducting human-centric
evaluation, while in a future publication the implemented tool will be discussed
in detail.

7 Summary

Knowledge graphs are used as a skeleton of many AI applications having high
impact on human society. Since automated methods have their limitations,
human involvement is a requirement for the evaluation of KGs. Assessing and
improving low-quality KGs deals with incorrectly modeled information, and can
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thus prevent biased and discriminating systems resulting from knowledge graph
quality issues. The proposed hybrid intelligence approach would enable human-
centric KG evaluation of large-scale KGs, which are a problem for currently
available evaluation methods. By providing a transparent evaluation process,
bias sources can easily be identified and corrected, and the overall quality of
the KG, and the system using it, can be improved. The outlined work holds
the potential to bring novel contributions that can impact not only the SW,
HC&C, and MAS communities, but also offer valuable insights for human-Al
collaborations across various domains.
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Abstract. The use of Symbolic and sub-symbolic Al techniques on
Knowledge Graphs (KGs) has shown significant progress in several
applications. However, many of these methods remain opaque, and the
decision-making process behind them can be perplexing. This can result
in a lack of trust and reliability in the overall framework. While various
explainable frameworks have been proposed to address these issues, do
not always provide a complete understanding and may raise privacy con-
cerns as sensitive data may be revealed during the explanation process.
In contrast, our proposed approach leverages the semantics of KGs and
causal relationships to enhance explainability while still maintaining a
high level of trust and reliability. By focusing on XAI for link prediction
models and considering entailment regimes (e.g., rdfs:subProperty0f),
the approach can provide more comprehensive and accurate explana-
tions. Moreover, the use of symbolic reasoning allows for more transpar-
ent and interpretable explanations. The preliminary results show that
our approach is capable of exploiting the semantics of an entity in KG
and enhancing the explanations. Henceforth, more work needs to be con-
ducted, to fully comprehend all impacting factors and to identify the
most relevant explanations of the machine learning models over KGs.

Keywords: Knowledge Graphs - Link Prediction - Explainability

1 Introduction

Recent advances in Artificial Intelligence (AI) have already started to impact our
daily lives in terms of intelligence, and demonstrated their success in forecasting
machine learning problems (e.g., disease diagnosis [9]). Explainability refers to
the degree to which humans can understand the decisions made by computa-
tional frameworks. Extracting explanations is crucial, particularly because they
are often obscure, and the explainability of the outcomes is partially achieved.
Explainable predictive models have rapidly become a pertinent problem [4] in
data management. Various approaches [6,11] attempt to understand the algo-
rithmic decisions made by machine learning models, but they are unable to
capture the insights of the model behavior to translate them into the domain.
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KGs are data structures that encode data and knowledge together with
domain ontologies representing real-world information, where entities like Louis
XIV and Marie Theresa are linked via directed edges denoted by binary rela-
tionships forming triples called facts, i.e., (Louis XIV, spouse, Marie Theresa).

In recent years, KGs have been built in various domains, and have led to a
broad range of applications, including Knowledge Graph Completion (KGC') [1],
or Query Processing [12]. KGC' can discover new knowledge based on existing
ones and check knowledge consistency. It is an appealing research topic that is
important for completing and cleaning up KGs.

KGs represent knowledge in the form of factual statements of the form (head
entity, relation, tail entity), shortened as (ep, r, e;). In the literature about
Knowledge Graph Embeddings (KGE), these notations are used to represent the
facts in KG. KGE models, e.g., TransE, learn latent representations of entities
and relations in continuous vector spaces, called embeddings, to preserve the KG
structure. The most common learning methods for KGC are link predictions or
triple classifications tasks based on a KGE model. Link Prediction (LP) con-
fronts the issue of incompleteness by analyzing the already known facts to deduce
new missing facts. For example, knowing the facts (Louis XIV, hasChild,
Wessex) and (Wessex, hasMother, Marie Theresa), a LP model could pre-
dict (Louis XIV, spouse, Marie Theresa). However, these latent vector rep-
resentations of the entities and the relations are not self-explainable, and an
evaluation of the inductive abilities is still an open research issue.

Recently, the problem of explainable methods for link prediction has received
attention [13,15]. Following the taxonomy by Rossi et al. [13] the necessary and
sufficient explanations can be seen as either the set of facts in absence of which
the link prediction model would not be able to yield the prediction; or a set of
facts if given to an entity would lead the model to yield that prediction. For
instance, given a tail prediction (Berlin, country, Germany), the facts about
head entity Berlin: (Berlin, capital, Germany), and (Berlin, located,
Germany) if removed from the training facts, leads the model to change the
predicted tail. Thus, these facts were the necessary for the model to predict the
correct tail entity, i.e., Germany with relation country. In sufficient explanation
scenario, for example, when explaining the tail prediction (Berlin, country,
Germany), identifying all the training facts about Berlin, if given to any head
entity in the training facts, can lead the model to predict their country as Ger-
many. For instance, adding the fact (Washington D.C., capital, Germany)
to the training model is enough to yield the predicted country for Washington
D.C. to be Germany. One of the crucial tasks for embedding-based explanation
is efficiently learning and extracting explanations not only considering the data
graphs, but also the meaning of the data given an ontology. When there are more
triples or relations to consider, embedding-based reasoning is more effective.

SHACL! (the Shapes Constraint Language) is the W3C recommendation for
defining integrity constraints over knowledge graphs. To trace and enhance the
explanation for the predictive models built over data collected from KGs, our

! https://www.w3.org/TR,/2017/REC-shacl-20170720,.
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approach InterpretME?"? relies on a symbolic system, currently, this system
validates integrity constraints that provide a meaningful description of an entity
of a prediction model. The current version of InterpretME is customized for
supervised machine learning models (e.g., Decision Trees), embedding models
(e.g., TransE), and interpretable tools (e.g., LIME [11]). In this proposal, the
approach of InterpretME is introduced to fill the gap towards the application
of LP Explainability over the KGs. The preliminary results of the research reveal
the key role of Semantic Web technologies in explainable Al and demonstrate the
importance of considering entailment regimes for the extraction of explanations.

1.1 Motivating Example

The motivation of our work originates from the lack of explainability methods
with machine learning models over KGs. Although state-of-art techniques pro-
vide automated machine-learning pipelines, they are unable to generate human-
and machine-readable decisions to assist users and enhance their efficiency. In
this proposal, explainability over the link prediction tasks is considered as an
application. This task can be subdivided into a tail prediction task, which pre-
dicts the most plausible tail e; and a head prediction task that predicts the most
plausible head ey,. Figure 1 depicts a naive approach that explains a link predic-
tion task, i.e., (1c:2304772, lc:hasBio, 7?); the expected tail to be inferred is
le:PDL1. Embedding models (e.g., TransE) for link prediction (e.g., tail predic-
tion) are utilized; they are executed on top of facts in data graphs.

Figure 1 illustrates the explanations based on link prediction tasks consid-
ering the RDF graph: i) as factual statements and, ii) with the meaning of an
entity (i.e., rdf:type, rdfs:domain, rdfs:subProperty0f). An input is col-
lected from an RDF KG accessible via SPARQL endpoint, that integrates data
about lung cancer patients. An RDF graph includes features describing the main
characteristics of a lung cancer patient, i.e., patient identifier (a.k.a. LC_ID),
gender, age, smoking habits, and lung cancer biomarkers. The predictive task is
a link prediction of a tail entity into a low dimensional latent vector space to
predict new infer facts about the patient by considering the neighborhood.

InterpretME resorts to Pykeen optimizer recommendations for hyperpa-
rameter optimization in the KGE models. Further, in the naive approach, the
explainable tool Kelpie [13] is utilized to provide local interpretations of each
patient in the training triples. Kelpie yields the relevant facts, by worsening
or improving the scores of prediction, categorizing them into two categories
necessary and sufficient. The terms necessary and sufficient are complemen-
tary to each other. Figurel depicts an exemplar entity where Kelpie deter-
mines the most plausible explanations based on facts for the tail prediction
task (1c:2304772, lc:hasBio, 1lc:PDL1) and generates the necessary explana-
tions of a particular tail prediction are: (1¢:2304772, lc:hasSmokingHabit,
lc:PreviousSmoker), (1c:2304772, lc:age, "OLDER"). The naive approach

2 https://github.com/SDM-TIB/Interpret ME.
https://github.com/SDM-TIB/InterpretME _Demo_ESWC2023.
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Fig. 1. Motivating Example. Explainable link prediction. a) Naive Approaches show
facts with the head entity which leads to the particular prediction of a tail entity with
hasBio. b) InterpretME depicts facts with the head entity and implicit knowledge which
lead to the tail entity with hasBio and also provides SHACL validation reports.

outcomes allow for understanding the quality of the implemented framework.
Although our user would have been able to understand the explanations gener-
ated by Kelpie, this user would need to trace these results back to the orig-
inal data attributes to discover, for instance, whether the reported patient
1c:2304772 violates the domain integrity constraints or not. In contrast, Inter-
petME yields the explanations of the link prediction model based on the
facts, implicit knowledge (e.g., rdfs:subClass0f, rdfs:subProperty0f) and
SHACL constraints to ensure the trustability of RDF data and predictions are
consistent with the domain constraints.

2 State of the Art

The necessity of automated machine learning frameworks with assistance has
gained tremendous popularity in various domains. Amongst the explainability
over the KGs, the works most related to ours form four main categorizations:
XAI Link Prediction, SHACL Validation, and Causal Models.

XAT Frameworks. Within the Explainable Al community, there has been a
surge of research on explainability techniques. These techniques are of two main
categories: 1) Intrinsic, and 2) Post-hoc explainability. Intrinsic explainability
refers to the machine learning models that are considered explainable due to their
simple structure, e.g., decision trees. Post-hoc explainability embodies the fully
trained black-box models, thus, trying to explain and justify the logic behind
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the model outputs. The advantage of such techniques is that they are model-
agnostic (i.e., the explanations can be generated across any models); LIME [11]
is one of the exemplary post-hoc explainable methods. LIME aims to approx-
imate any data-driven algorithm, with a local interpretable model to explain
each instance prediction. Such techniques started showing major growth in many
domains (e.g., Biomedical). However, this saliency explanations are human intu-
ition matching techniques for entities and cannot be translated into a domain
application. Our approach overcomes these limitations and provides fine-grained
explanations linked to the entities in the KGs.

Link Prediction. KGFE encodes the structure of triples in a KG, and can thus be
used to perform link predictions, i.e., inferring the missing facts. Borrego et al. [3]
propose a KGC' approach using a set of neighborhood-aware features. However,
the problem of learning embeddings for KGs has gained considerable attention,
and only a few works address the explainability issues in link prediction over
KGs. Zhang et al. [15] introduce a method of data poisoning; given a prediction
(en,r,et), this data poisoning method identifies facts that, if are removed or
added to training samples, they make worse the scoring function ¢ (e, r, e;).
Rossi et al. [13] propose the Kelpie framework, which explains the predicted links
based on embedding via necessary and sufficient explanations. Rossi et al. state
that the Kelpie framework computes the subset of training triples which can be
seen as either the set of triples in addition or removal of which the model would
yield that prediction. This framework is based on the aforementioned Post-hoc
explainability. Nonetheless, these methods still lack in considering the semantic
meaning of an entity and properties in a KG. Our approach aims at explaining
the predictions based on the entailment regimes.

SHACL Validation. Explainability refers to the ability to interpret, under-
stand and provide justifications for the decisions made by the machine learning
models. In the context of KGs, SHACL validations are used to justify the machine
learning model’s prediction. Hence, defining the constraints on the structure and
the data in the knowledge graph, SHACL is used to ensure that the predic-
tions made by the link prediction model are consistent with the constraints and
can provide justification for the predictions. The proposed approach relies on
Trav-SHACL [5], Figuera et al. describe the capability of validating the shape
schema against a SPARQL endpoint and scales better compared to other base-
line approaches. Rohde et al. [12] report the perception of incorporating the
SHACL validation result into SPARQL query answers by running the validation
during the query processing. These validation results can provide one more layer
of explainability. Thus, SHACL is more evident for enabling explainable ATl in
the context of KGs, provides validation, and explain the predictions.

Causal Models. A growing literature on causal models for the explainability of
black-box models emphasizes that explanation is a normative goal that relates to
real-world relationships (cause-effect) [2]. Pearl et al. [10] describe the essential
role of the causal models via seven pillars which are beyond the reach of cur-
rent machine learning models. In some recent work on the relational database,
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Salimi et al. [14] propose a declarative language, CARL which represents com-
plex causal models using Horn clauses and constructs a unit table specific to the
query and implements a causal model to identify the impact of treatment vari-
able. In some of the closely related work, Huang [8] proposes CareKG, a causal
query framework over the KGs to analyze the impact of treatment variables on
the outcome and defines the aggregation function for multiple treatment vari-
ables. However, these approaches describe the formalism for the causal model
but do not explain “ Why this particular decision?” and also ignores the meaning
of an entity in KG. To our best knowledge, none applied causality to provide
more expressive explanations over KGs. Henceforth, one research focus of the
proposal is to connect explainability and cause-effect analysis over KGs, so that
the framework can provide more accurate explanations for its predictions and
will greatly impact the Semantic Web community.

3 Problem Statement

Consider an RDF knowledge graph KG (¢, R, G), defined as a directed edge
labeled graph such that each node e € ( represents an entity, each r € R repre-
sents a unique relation, and each directed edge (ep,r,e;) € G represents a fact
about the head entity ej,. Given a tail prediction®. {es, r, ? ) where ey, is the
head entity, r is the relation between entities, and (e, 7, e;) € G, the aim is
to find a set of most plausible entities e; by inferring new facts based on the
existing relations and entities in G and provides an interpretable set of facts T
= {(ep, 1, €)|e € ¢} which lead the black-box model to predict new facts. Unlike
the previous method uses a fact-based approach to provide explanations. Our
approach considers entailment regimes (i.e., RDFS and OWL) over KGs and causal
relations; scalability is also one of our goals.

In contrast to baselines, the goal is to develop a framework that can be qual-
itatively and quantitatively evaluated for the explainability of machine learning
models over KGs. To this end, we evaluate our approach by answering the follow-
ing research questions: RQ1) What is the impact of integrating machine learning
frameworks with KGs to enhance explainability? RQ2) To what extent do the
extracted explanations comply with the predictions? RQ3) What is the impact
of injecting RDFS and OWL axioms in the explanations over the KGs? With
the above research questions, we aim to contribute to the Semantic Web and
AT communities and develop a generalized framework that leverages black-box
models to provide meaningful post-hoc explanations on top of the knowledge
graphs. The expected contributions of this doctoral proposal are: 1) A novel
framework to integrate machine learning methods and KG; 2) Explainability
with the exploitation of the semantics of an entity in KG; 3) Exploitation of
cause-effect relationships to empower the explanations; 4) Formalism for the
metrics to evaluate the explanations and enhance the efficiency.

4 Analogously Head prediction (?, 7, e; ).
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4 Research Methodology

The research methodology for this Ph.D. proposal refers to a structured, concep-
tual, analysis of the Semantic Web Technologies applied to the research problem
of explainability. The RQ3) is still an open problem, the first step focuses on the
integration of ontology and entailment regimes, i.e., RDFS and OWL. For instance,
extracting the explanations of tail prediction shown in Fig. 1, the baseline ignores
the ontology in their approach. Considering this metadata of the entity, we aim
to enhance the explainability of a model’s prediction. The second step involves
logical reasoning over the KG, considering the most implicit facts, and adding
those facts to any other training entities would enhance the tail rank for that
particular entity. This shows the impact of implicit knowledge in explainability
(RQ3). Our goal is not to limit the approach to RDFS entailment but also to
extend it to OWL entailment in the next steps of the Ph.D.

The third step aims at integrating the machine learning frameworks with KG's
to provide more insights into explainability (RQ1). Three main components
were identified for the implementation of explainable driven frameworks over
KG: collecting valid data, training the model, and creating the explanations.
The data collected from the RDF graph, given to any machine learning model
needs to be valid, so our approach first implements the SHACL constraints to
assure validity. One technique would be adapting SPARQL queries over an RDF
graph, to avoid inconsistencies in the data given to the predictive model and the
second technique will be reasoning via SPARQL queries to retrieve the implicit
knowledge of a particular prediction. In the end, our approach will generate a
knowledge graph comprising all the traced metadata collected during a data-
driven pipeline followed during the resolution of a prediction task.

LIME [11] and Kelpie [13] can be the basis for providing feature contribu-
tions and fact-based explanations. RQ2) still remains a complex challenge. For
instance, consider explainability task when integrated with KGs generates a
huge search space for selecting a particular feature or a fact which leads the
model to predict. Henceforth, the main aim of RQ2) is to provide valid scal-
able and trustable explanations. To tackle RQ2), the implementation of an
algorithm that optimally prunes the search space of valid explanations will be
accomplished in the subsequent phases of this Ph.D. proposal. The fourth step
includes the exploitation of causal relationships between the entities and pro-
vides more insights into the extraction of explanations. The last step integrates
all the components and implements a fully-fledged framework compatible with
domain agnostic.

5 Evaluation Plan

The previous section outlines the benefit of integrating knowledge-driven frame-
works with explainable frameworks. Indeed RQ1) is a non-trivial research ques-
tion, it might be complicated to evaluate a framework as a complete end-to-end
task. However, the aim of RQ1) will be to integrate the symbolic system with
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sub-symbolic approaches. The creation of the possible set of explanations RQ2)
can be decomposed into two categories: SHACL validation result, then build-
ing the possible explanation set. To evaluate the effectiveness of explanations,
metrics like Mean Reciprocal Rank (MRR) or Hits@k will be utilized.

Indeed, for the evaluation of predictive models, i.e., supervised learning, met-
rics like Accuracy, Precision, or Recall are computed. To explain predictive mod-
els, LIME [11] would be a better option to have an idea of influential features for
a particular prediction. In the end, the aim will be to build a knowledge graph
with all the characteristics traced in the predictive task (i.e., features, predic-
tion probabilities, etc.) to enhance the explainability of the particular entity.
The techniques to evaluate the framework with axioms injection RQ3), would
be challenging to provide new insights. RQ3) will also attempt to define and
formalize the metrics quantifying the enhanced performance of explainability.

We aim to evaluate InterpretME on top of the following KGs: 1)
ImProVIT® to explain the link prediction task about the impact of the immune
system over the response of Hepatitis B and Influenza vaccines; 2) CLARIFYS
to define machine learning models to predict biomarkers of a lung cancer patient
and generate explanations. In these tasks, the components of InterpretME will
be evaluated and implemented to provide explainability over KGs; assist the
domain experts to have more insights into the predictive task.

6 Results so Far

We have analyzed the state of the art and the challenges to achieve explainability
in prediction models. As a first result, we have developed InterpretME, a tool
describes in a KG the outcomes and interpretations of a predictive method.
In this section, we report on our initial assessment of InterpretME in the
explainability of link prediction (Fig.2). The French Royalty KG [7] depicts the
information about each person in the French royal family.

Explainability over French Royalty KG.” The link predictive task is to
determine whether a member of the French royalty has a spouse. For instance,
let us consider the tail prediction of a french royal member (dbo:Charles the
Simple, dbo:hasSpouse, dbo:Yes) over French Royalty KG®. The evaluation of
the LP model obtained respectively with TransE is reported. Here, the necessary
explanations are analogous to the state-of-the-art approaches with the removal of
combination facts. Sufficient explanations are given based on axioms injected,
showing how to improve the predictions by adding implicit knowledge to any
random entities in the training. Removing only the most important fact about
the dbo:Charles the Simple will likely not change the prediction because it

5 German Funded project https://www.tib.eu/en /research-development /project-
overview /project-summary /improvit.

6 EU H2020 Funded project https://www.clarify2020.eu/.

" https://github.com/SDM-TIB,/LinkPrediction Explanations over KGs.

8 https://labs.tib.eu/sdm/InterpretME-og /sparql.
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LP model|Hits@1|MRR |Score|rank InterpretME| AHits@Q1| AMRR |Score |[rank
Necessary|0.07  |-0.02 |-5.84 |1 Necessary |-0.023  |-0.02 |-7.47|3
Sufficient |0.093 |0.39 |-7.47 |3 Sufficient  ]0.10 0.0052 |-6.06(1

(a) Link Prediction(LP) model performance (b) Evalution of InterpretME explanations

Fig. 2. Initial Results. Figure 2a shows the evaluation of link prediction model per-
formed over French Royalty KG. Figure 2b indicates the effectiveness of removing or
adding the combination of facts. The values in bold indicate the change in the met-
rics. For necessary, score and tail rank are worsened, and conversely for sufficient got
improved. We report the efficacy of explanations as the difference of Hits@l and MRR
on the particular tail prediction i.e., AHits@1 and AMRR. For necessary, more negative
values = higher efficacy and, sufficient, more positive values = higher efficacy.

is still supported by other facts. Hence, InterpetME identifies the necessary
explanations, removing the combination of facts featuring ey, i.e., Charles the
Simple has child Gisela of France and has a spouse Frederuna leads to worsens
¢. The score reduced drastically to 7.47 and the tail rank from 1 to 3.

Sufficient scenario, Interpret ME utilizes the implicit knowledge encoded
in an ontology of the KG using entailment regimes, i.e., subClassOf, domain,
subPropertyOf. For instance, using ontology about dbo:Charles the Simple, the
implicit facts obtained: (dbo:marriedTo, rdfs:subPropertyOf, dbo:spouse), and
(dbo:child, rdfs:domain,dbo:Person) added to the entities improve the score and
the tail rank change from 3 to 1. For instance, assume the fact: (dbo:Charles
the Simple, dbo:marriedTo, dbo:Eadgifu of Wessex), with the entailment regime
subPropertyOf. As a result, we can infer: (dbo:Charles the Simple, dbo:spouse,
dbo:Eadgifu of Wessex). Since the original model was not able to infer the cor-
rect tail, their Hits@1 and MRR are more likely to be null. The re-trained should
infer the correct predict tail, i.e., dbo: Yes. Thus, adding the implicit fact improves
the prediction of an entity. The variation observed in the Hits@l and MRR are
reported. As the KG is limited to some instances, the neighborhood of that par-
ticular member is less. Lastly, the SHACL validation results are used to provide
one more layer of explainability and to justify the model’s outcome. Here, SHACL
constraint explains a dbo:Person link satisfying the domain constraints about a
member having a child or spouse. For instance, the tail prediction (dbo:Charles
the Simple, dbo:hasSpouse, dbo:Yes), the head entity satisfies the constraint
having a child. The initial results are prominent to address the RQ3) and more
refined results will be achieved in the next steps of this doctoral work.

7 Conclusions and Lessons Learned

This proposal introduces and formalizes the problem of explainability which
can be particularly useful for explaining the Link Prediction model over KGs.
In state-of-art approaches, we have explored different techniques for extracting
explanations, including LIME and Kelpie. We found that each of these tech-
niques has strengths and weaknesses depending on the application domain. One



330 Y. Chudasama

area for improvement is to prune the search space for explanations, and the
techniques for handling the SPARQL queries and entailment regimes. The aim
was to see the impact of considering the axioms in the explainability of a Link
Prediction model. The proposal identifies the challenges for developing a frame-
work with exploiting semantics over the KGs to show more expressiveness in the
explainability. We expect that the proposed research will make contributions to
the development of a more robust explainable framework over KGs.

The next task for my Ph.D. will be to improvise the proposed approach for
enhancing the explainability of the machine learning models over the KGs. The
future work will be about the execution of a fully fledge explainable framework,
like searching relevant entailment regimes or important characteristics of an
entity. Moreover, the presented research plan involves the cause-effect relations
between entities. Henceforth, future work will also be on such causal relations.

Acknowledgements. I express my special thanks to my supervisor Prof. Dr. Maria-
Esther Vidal her guidance and support. This work is funded by TrustKG-Transforming
Data in Trustable Insights with grant P99/2020.
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Abstract. RDF mapping engines enable access to existing heteroge-
neous data sources as RDF Knowledge Graph (KG). However, these map-
ping engines have two challenges: i) processing streaming data sources
with changing velocity efficiently, ii) and providing a rich variety in the
format of the generated KG output. To tackle these challenges, I carry
out my research in 3 steps. I will first design a highly scalable data stream
mapping solution to handle dynamic velocity of streaming data sources.
Preliminary results indicate that our stream mapping solution outper-
forms state of the art engines with lower latency, constant memory usage,
and higher throughput. I will then refine this architecture in a task-based
fashion, aiming to be a common architecture for any kind of mapping.
Finally, I will utilize the common modular mapping architecture and
extend it with a component to derive an intermediate representation of
the data mapping process, enabling heterogeneous to heterogeneous data
mapping. The combined solution will provide a highly scalable hetero-
geneous to heterogeneous data stream mapping engine, enabling us to
have multiple views of the underlying KG.

Keywords: RML - Knowledge Graph Generation + Mapping Engine

1 Introduction

Knowledge Graph (KG) adoption is further intensified by technologies such as
Solid [20], which decouples data from applications. This decoupling requires
integrating heterogeneous data from different organizations and applications,
which is seamlessly achieved with KGs [11].

KG data is represented in various formats such as those compliant with the
Resource Definition Framework (RDF). These formats are required to facilitate
data sharing in the form of a decentralized database. To use data from multiple
heterogeneous data sources, mapping engines could be used to convert existing
data to RDF data in a shape as required by the different applications.

However, current mapping engines are incapable of dealing with the following
two characteristics of data: i) the velocity of streaming data sources, ii) and the
variety in the KG output of these engines. The mapping engines cannot handle
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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the dynamic velocity (i.e., variable data velocity with respect to time) of stream-
ing data sources efficiently. Furthermore, the mapping engines are designed to
generate RDF data adhering to a single shape from heterogeneous data sources;
there is no variation in the output. Finally, research on mapping engines is slowed
down as they have redundant implementations due to the lack of a common,
reusable, and modular components.

In this PhD thesis, I aim to provide a scalable heterogeneous to heterogeneous
mapping engine. This is done in 3 steps: i) an RDF mapping solution to handle
dynamic velocity, ii) a common modular architecture for mapping engines, and
iii) an intermediate data mapping representation that can be used to achieve full
heterogeneous to heterogeneous mapping.

2 State of the Art

After discussing mapping languages (Sect. 2.1) and mapping engines (Sect. 2.2)
for mapping heterogeneous data to RDF data, I will elaborate and discuss opti-
mization techniques employed for batch processing (Sect. 2.3).

2.1 Languages for Mapping Heterogeneous Data

Several mapping languages exist for mapping heterogeneous data into RDF
data [18]. Depending on the extensibility of the mapping language, data pro-
cessing operations such as joins and data transformations are supported.

Languages such as R2RML [5], and its extensions such as RML [7] use Turtle
syntax to write mapping rules. Extensions such as alignment to FnO [6] and
Logical Target [19] are applied to RML to enable data transformations on the
input, and describe how and where the output should be generated respectively.

Languages such as SPARQL-Generate [15] and Facade-X [4] extend
SPARQL, while others such as ShExML [9] are based on ShEx. SPARQL-
Generate and Facade-X rely on the underlying SPARQL engine for joins and
data transformations. ShExML uses custom definitions to describe how to iter-
ate over the data sources, process them, and join the iterated data items.

2.2 Mapping Engines

Mapping engines generate RDF data and store it in a specific document or
(triple) store [18]. The existing generation approaches could be further cate-
gorized into two groups based on its processing type: i) batch processing and
ii) stream processing.

Batch processing engines work with inputs based on the assumption that
the data is finite and bounded. RML’s reference implementation RMLMapperis
one example of a batch processing mapping engine.

Stream processing engines have to work with data which are potentially
unbounded and infinite in size [14]. For example, a temperature sensor moni-
toring a building’s ambient temperature will keep generating data as long as
they are powered. Mapping engines handling streaming data sources include
SPARQL-Generate [15], Chimera [2], and RMLStreamer [10].
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2.3 Optimization Techniques

In recent years, optimization of the mapping processes with batch processing has
been the focus of research in KG generation [18], to either speed up the execution
time, lower the memory footprint, or remove duplicates from the output.

Morph-KGC is a batch processing implementation that focuses on the opti-
mization of the mapping rules in the mapping document through partitioning [1].
SDM-RDFizer employs specialized data structures to eliminate duplicates and
empty values, and optimize joins [12].

The application of arbitrary functions during the mapping process — e.g. via
FnO [6] — also presents opportunities for optimization as they bring processing
overhead. FunMap [13] reduces the aforementioned processing overhead through
eager execution of function rules, storing the function-applied results in an inter-
mediate dataset before proceeding with the mapping rules.

The aforementioned optimization approaches are implemented in monolithic
engines without the capability to integrate different optimizations from each
other due to the lack of a modular architecture.

To the best of our knowledge, stream processing optimizations techniques are
not actively researched unlike batch processing optimization techniques for KG
generation. Approaches such as SPARQL-Generate [15] process streaming input
data, without detailing generalizable optimizations.

3 Problem Statements and Contributions

I will focus on the two major drawbacks in the current state of the art mapping
engines: i) inefficient handling of streaming data with dynamic velocity, and
ii) lack of variety in the output data serialization by only serializing in RDF.

On the one hand, the velocity of streaming data can vary over time. For
example, a temperature sensor might have an emission rate of 1 Hz under default
conditions which can increase to 100 Hz in an event of a fire disaster to provide
more accurate measurements. If there are multiple sensors feeding the data to
the mapping engine, this can become the bottleneck of the mapping process
if the engines are not scalable, leading to significantly increased latency. Thus,
mapping engines handling streaming data sources must be able to deal with such
a burst in data velocity.

On the other hand, there are numerous mapping solutions which output
only RDF serializations, leading to a lack of variety in data being generated. In
the context of web applications, current web applications utilizing a KG must
communicate in RDF compliant formats with the servers hosting the KG. A
mapping solution from heterogeneous to heterogeneous data would increase KG
adoption, for example, by acting as a data translation layer between the server
and the clients.

3.1 Inefficient Handling of Streaming Heterogeneous Data

The first problem I identified is the mapping engines’ inability to handle stream-
ing heterogeneous data efficiently. Mapping engines, working with data streams,
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must take into account that the data stream can change in velocity over time.
This might have a performance impact if these engines cannot handle a sud-
den and large change in velocity. Complexity increases if the mapping engines
have to join multiple data streams of different velocity. This leads us to our first
Research Question (RQ).

RQ 1: What is an efficient architecture for mapping heterogeneous data
streams which change in velocity over time, especially when joining data streams
of different velocity in a distributed and parallel environment?

H: A task-based granular architecture with the ability to join two data
streams of different velocity using a dynamic windowing algorithm would enable
efficient mapping of heterogeneous data streams to RDF in terms of latency,
memory, and CPU usage.

Contribution: A parallel and scalable stream processing architecture for
mapping heterogeneous data to RDF data, which is able to efficiently process
multiple data streams, with changing velocity, and also bounded datasets.

3.2 Lack of Variety in Output

Current state of the art stream mapping engines only map from heterogeneous
data to RDF data. This leads to the problem that the underlying KG can only
be viewed in a specific RDF shape: supporting multiple views is currently only
possible by setting up multiple parallel mapping processes, inhibiting potential
optimization opportunities. It can be serialized in multiple ways (JSON-LD,
Turtle, etc.), but the shape remains the same. We do not have the ability to
construct multiple views of the underlying KG for the client. Combined with
Problem 3.1, this leads us to the following RQ:

RQ 2: How can we scale heterogeneous to heterogeneous stream mapping
engines to support the complete decoupling of data and applications?

H: We can extend existing heterogeneous to RDF data mapping engines by
modularizing them into granular operators, and devising an intermediate repre-
sentation for the mapping process. The intermediate representation makes the
mapping process independent from any source or target formats and languages.

Contribution: A modular heterogeneous to heterogeneous streaming data
mapping engine. Using this engine, we can support generating multiple views
simultaneously on top of the same source data. Not only would we be able to
generate multiple RDF views, but also non-RDF views, achieving full heteroge-
neous to heterogeneous mapping.

I broke down RQ 2 into following subproblems with respective sub RQs. The
combined solution from the subproblems provides the answer to heterogeneous
to heterogeneous mapping.

Subproblem 1: Modular Architecture. There is no modular mapping archi-
tecture from which existing research is built upon. Hence, existing mapping
engines have redundant implementations and their optimizations can not be
easily integrated with each other. Furthermore, it is difficult to integrate state
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of the art mapping approaches and optimizations in existing mapping engines
due to the complex and engine-specific architecture they are presented in.

RQ 2.1: Which components do we need to modularize the materialization
process of mapping heterogeneous data to RDF data sufficiently to support
existing optimization approaches?

H: Through generalizing the optimization approaches for the mapping
engines, we find the set of components which enable mapping engines to be
configured with granular optimizations and thus modularizing the materializa-
tion process of mapping heterogeneous data to RDF data.

Contribution: A modular heterogeneous to RDF mapping architecture that
efficiently processes data streams by integrating existing optimizations.

Subproblem 2: Heterogeneous to Heterogeneous Mapping. Mapping
from heterogeneous to heterogeneous data requires metadata on the target data
structure and data format.

Current mapping engines derive the target RDF data structure from the
mapping document defined in the mapping language of their choice. However, it
is currently unknown how to incorporate the desired output heterogeneous data
format and structure.

RQ 2.2: How do we incorporate the desired heterogeneous data structure in
the mapping process to enable heterogeneous to heterogeneous data mapping?

H: The modular architecture, from Sub Problem 1, extended with a compo-
nent to derive the intermediate representation of the data mapping process, has
all necessary information on the output data structure to enable mapping from
heterogeneous data to heterogeneous data.

Contribution: An intermediate representation to describe the mapping pro-
cess from heterogeneous to heterogeneous data.

4 Research Methodology and Approach

Stream Mapping Engine. I conduct an in depth study of state of the art
mapping engines and their mapping processes. The mapping processes — broken
down into clearly defined tasks — are used in my architecture design as granular
task-based components. I review data processing paradigms and best practices
to design the streaming architecture, and put additional focus on the component
that joins multiple data sources with dynamic velocity. Existing stream joining
techniques utilizing windows (a temporary buffer of an incoming data stream) are
studied to choose the window type on which the dynamic window is built upon.
I study congestion control techniques from networking as possible references
to implement the dynamically adjusting window. The dynamically adjusting
window enables us to deal with sudden changes in data velocity, and mitigate
the resulting congestion effects such as high latency and low throughput.

Modular Mapping Architecture. I conduct a systematic survey of opti-
mization techniques in mapping engines to analyze the impact of individual
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optimization techniques. For individual analysis of optimizations, I extend the
aforementioned modular architecture to enable isolation of every optimization
techniques, and investigate their impact on the different stages of the mapping
workflow. Through the comparison of the different combinations of optimization
techniques, I want to investigate if having a modular architecture for mapping
engine results in a similar or better performance than state of the art mapping
engines, with significant improvements in flexibility.

Heterogeneous to Heterogeneous Mapping. I extend the previously devel-
oped modular architecture to map heterogeneous to heterogeneous data. I inves-
tigate the execution graph of the modular architecture and state of the art
techniques for Intermediate Representation (IR) generation. From the execu-
tion graph of the modular architecture, I will apply IR generation techniques
for data mapping. The generated IR will contain all necessary metadata on the
data structures and formats for mapping from heterogeneous to heterogeneous
data.

5 Evaluation

Stream Mapping Engine. To evaluate my stream mapping engine, I need
to consider the context in which the stream mapping engine is expected to
be deployed. The stream mapping engine is located at the boundary of two
domains: traditional stream processing for the data stream input that it con-
sumes, and RDF stream processing for the output RDF stream that it produces.
Thus, benchmark approaches from the domain of traditional stream processing
and RDF stream processing are combined: i) the benchmark architecture from
RSPLab [17], ii) the workload design to emulate dynamic streaming character-
istics from Open Stream Processing Benchmark [8], and iii) the measurement
strategies from Karimov et al [14]. As input for the evaluation, I will use real-
world (logged) sensor data. This ensures that the data characteristics reflect with
real-world data expected to be processed by a stream mapping engine.

The following metrics are measured to evaluate the performance of the stream
mapping engine:

a) Event-time latency (ms) is measured to avoid the effect of coordinated
occlusion [14], where queuing time is ignored, by also taking into account the
queuing time of the records inside the engine. The output generation latency
should be kept low if the stream processing engines are to process real-time
data streams and match the velocity of the data stream.

b) Throughput (records/s) with increasing data velocity. I aim to find the
sustainable throughput [14] which is the highest throughput an engine could
sustain without increasing latency due to back-pressure.

¢) CPU and the peak memory usage to evaluate the efficiency of the engine
resource usage while dealing with varying input data stream velocity.

These are the core metrics I will use throughout my PhD to evaluate the sub-
sequent implementations, since they are common metrics to evaluate stream
processing engine.
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Fig. 1. Benchmark architecture to evaluate the different engines, inspired by RSPLab.

The benchmark architecture is inspired by RSPLab [17] with a modifica-
tion to include a custom data streaming component (Fig. 1). I isolate the differ-
ent benchmark components (e.g. the measurement component from the System
Under Test (SUT)) to reduce the influence of the benchmark components on the
engines during the evaluation process.

The dataset for the evaluation is the time annotated traffic sensor data
from the Netherlands provided by NDW (Nationale Databank Wegverkeers-
gegevens)!, which is also used in Open Stream Processing Benchmark [8]. The
traffic sensor data set has high duplicates, time characteristics and relationship
between multiple sensors. This enables us to evaluate the mapping engine derived
from the modular architecture for duplicate removal, ability to deal with data
velocity through replaying the time series dataset, and joins or even functions
to transform relationships between the different sensors.

Modular Mapping Architecture. A combination of current state of the art
optimization techniques, implemented using the modular architecture, will be
evaluated using the same evaluation benchmark architecture as above. This
allows me to find the best combination based on the aforementioned evaluation
metrics, and also to analyze the impact of individual optimization techniques.

The implementation will be evaluated for performance against the state of
the art monolithic engines with the same feature set. The performance of the
modular architecture should be similar to the target engine but very flexible to
be extended with extra optimization components.

Heterogeneous to Heterogeneous Mapping. For the heterogeneous to het-
erogeneous mapping contribution, I will evaluate the reference implementation
of intermediate representation for correctness.

! NDW: http://www.ndw.nu.
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For the dataset, I will use heterogeneous datasets based on real-life data.
Heterogeneous datasets of different formats (such as CSV, JSON, and XML)
will be generated by GTFS-Madrid Benchmark [3], which derives the dataset
from GTFS data files of Madrid’s subway network. To my knowledge, it is cur-
rently the only generator that is capable of generating heterogeneous data for
the evaluation of mapping engines.

For the correctness evaluation, the generated heterogeneous data will be used
as input for our reference implementation. The output data format of the map-
ping engine will be different from that of the input data format (e.g. mapping
from XML to JSON). The output data will be compared to check if it has the
same data structure and shape as the original shape and structure of the het-
erogeneous data generated by GTFS-Madrid Benchmark, with the same data
format as the output data.

6 Intermediate Results

I developed RMLStreamer-SISO: a streaming mapping engine published at
ISWC 20222. The paper, “RMLStreamer-SISO: an RDF stream generator from
heterogeneous data” [16], introduces RMLStreamer-SISO as a scalable stream
mapping engine that is able to efficiently process data streams with varying
velocity.

To develop RMLStreamer-SISO’s architecture, I considered the dataflow
architecture paradigm of existing stream processing engines, such as Apache
Flink3, with a task-based architecture and incorporated it in our stream map-
ping engine. To enable joining of multiple streaming data sources with dynamic
velocity, I took inspiration from congestion control algorithms such as additive-
increase, multiplicative decrease algorithm of TCP congestion control. This
enabled RMLStremaer-SISO to be capable of joining multiple heterogeneous
data streams with dynamic velocity by relying on a dynamic windowing algo-
rithm, where the window changes its size based on the incoming data velocities.

I showed that the approach of a task-based architecture for mapping stream-
ing data sources is scalable in terms of the volume, increasing velocity, and
dynamic velocity of the input data streams. It outperforms state of the art
streaming mapping engines by achieving millisecond latency, constant mem-
ory usage for all workloads, and sustainable throughput of around 70,000
records/s [16]. This answers our RQ 1 on efficient mapping of streaming het-
erogeneous data to RDF data, and confirmed our hypothesis.

The task-based architecture from RMLStreamer-SISO is the starting point
for developing a modular mapping architecture, in which multiple optimizations
can be independently evaluated. I identified following most common components
of the mapping process through studying the architecture of the state of the art
mapping engines: a) Mapping language interpretation, b) Source iterator, c)
Windowing, d) Transformation, e) RDF Mapping, and f) Serialization.

2 RMLStreamer-SISO: https://github.com/RMLio/RMLStreamer/releases/tag/v2.3.0.
3 Apache Flink:https://flink.apache.org/.
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I also identified different optimization techniques employed by state of the
art mapping engines. These techniques have been categorized according to the
different mapping stages they are applied on: a) Language interpretation stage,
b) Pre-mapping stage right before the data records are mapped, and ¢) Mapping
stage while the data records are being mapped.

7 Conclusion and Lessons Learned

This thesis contributes to the KG generation community by enabling highly
scalable and efficient heterogeneous to heterogeneous streaming data mapping.
Preliminary results already show that having a task-based architecture enables
an efficient and scalable stream mapping engine. This architecture has the poten-
tial to be extended to be modular where users could integrate the only specific
stages of the mapping process to create their custom mapping engine.

Current optimization research is slowed down due to overlapping feature
implementation even though the focus of the research is on just a specific stage of
the mapping process. Researchers would greatly benefit from a modular architec-
ture where they could build their own mapping engine by utilizing the common
components of the modular architecture. The benefits are: a) a faster research
speed on mapping engines, b) higher quality research by allowing researchers to
focus only on the components that matter, and ¢) fairer comparisons during the
evaluation of optimization approaches based on a modular common architecture.

On the industry side, integrating this engine into KG ecosystems such as Solid
can increase its uptake, as KG application developers can keep using existing
data format standards when communicating with KG servers, without needing
to dedicate time to learn RDF graph technologies.
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